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Abstract

Let p be a prime number. We consider diagonal p-permutation functors
over a (commutative, unital) ring R in which all prime numbers different
from p are invertible. We first determine the finite groups G for which
the associated essential algebra ER(G) is non zero: These are groups of the
form G = L〈u〉, where (L, u) is a D∆-pair.

When R is an algebraically closed field F of characteristic 0 or p, this
yields a parametrization of the simple diagonal p-permutation functors
over F by triples (L, u,W ), where (L, u) is a D∆-pair, and W is a sim-
ple FOut(L, u)-module.

Finally, we describe the evaluations of the simple functor SL,u,W para-
metrized by the triple (L, u,W ). We show in particular that if G is a finite
group and F has characteristic p, the dimension of SL,1,F(G) is equal to
the number of conjugacy classes of p-regular elements of G with defect
isomorphic to L.
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1 Introduction

Let k be an algebraically closed field of positive characteristic p, and R be a
commutative ring (with 1). As in [6] and [7], we consider the following category
category Rpp∆k :

� The objects of Rpp∆k are the finite groups.

� For finite groups G and H, the hom set Hom
Rpp∆k

(G,H) is defined as

RT∆(H,G) = R⊗Z T
∆(H,G), where T∆(H,G) is the Grothendieck group

of diagonal p-permutation (kH, kG)-bimodules.

� The composition in Rpp∆k is induced by the usual tensor product of bi-
modules.

� The identity morphism of the groupG is the class of the (kG, kG)-bimodule
kG.

The category F∆
Rppk

of diagonal p-permutation functors over R is the category

of R-linear functors from Rpp∆k to the category R-Mod of all R-modules. It is an
abelian category.
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In [6] and [7], we mainly considered the case where R is an algebraically closed
field F of characteristic 0. In [7], we showed in particular that the category
F∆
Fppk

is semisimple, and we classified and described its simple objects. For
an arbitrary commutative ring R, we also introduced a new equivalence for
blocks of groups algebras, called functorial equivalence over R, using diagonal p-
permutation functors over R naturally attached to pairs (G, b) of a finite group
G and a block idempotent b of kG. This led us in particular to prove the
following finiteness theorem in the spirit of Donovan’s and Puig’s finiteness
conjectures: For a given finite p-group D, there is only a finite number of pairs
(G, b) of a finite group G and a block idempotent b of kG, with defect isomorphic
to D, up to functorial equivalence over F. We also showed that important
invariants of blocks (like the number of simple modules or the number of ordinary
irreducible characters) are preserved by functorial equivalence over F, and we
gave a characterization of nilpotent blocks in terms of functorial equivalence.

A natural question is then to see what happens when R is a field of positive
characteristic, in particular when R = k. An additional motivation for consider-
ing this case is that there are diagonal p-permutation functors attached to blocks,
which vanish when considered over F, but are of a fundamental interest when
defined over k: For example, the Hochschild cohomology functors, sending a pair
(G, b) as above to the i-th Hochschild cohomology group HH i(kGb, kGb) (or its
k-dual, isomorphic to the i-th Hochschild homology group HHi(kGb, kGb)). Let
us mention here a question raised by Linckelmann ([11]): If b has non-trivial
defect, is it true that HH1(kGb, kGb) 6= 0?

This paper is a first step in the study of diagonal p-permutation functors in
characteristic p, and we focus on simple functors. The main result we obtain
(Theorem 5.25) is a parametrization and a description of these objects. In
particular, we show how to compute the evaluations of such simple functors.

A key ingredient to the parametrization and description of simple functors
is the essential algebra ER(G) of a group G, namely the quotient of the endo-
morphism algebra RT∆(G,G) of G in the category Rpp∆k by the ideal of linear
combinations of endomorphisms which factor through a group of order strictly
smaller than |G|. We first find some conditions on G (Corollary 3.4, Theo-
rem 3.6, Theorem 3.7) for the (non-)vanishing of ER(G). In particular, if any
prime number different from p is invertible in R, we show (Corollary 3.8) that
ER(G) is non zero if and only if G is a semidirect product L⋊ 〈u〉 (which we de-
note by L〈u〉), where (L, u) is a D∆-pair, that is a pair of a finite p-group L and
a p′-automorphism u of L (Definition 3.9). Moreover, we describe completely
(Theorem 4.9) the structure of the algebra ER(G) in this case.

In Section 5, we study simple diagonal p-permutation functors, so we assume
that R is a field F of characteristic 0 or p. Applying the results of the previous
sections, we know that if S is a simple diagonal p-permutation functor over F,
then a minimal group for S is of the form L〈u〉, where (L, u) is a D∆-pair, and
the evaluation V = S

(
L〈u〉

)
is a simple EF(L〈u〉)-module. Conversely, to any
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triple (L, u, V ), where (L, u) is a D∆-pair and V is a simple EF(L〈u〉)-module,
we associate a simple functor SL〈u〉,V with minimal group L〈u〉, and such that
SL〈u〉,V

(
L〈u〉

)
∼= V . Then we compute (Theorem 5.23) the evaluation SL〈u〉,V (G)

at an arbitrary finite group G.
The precise structure of the essential algebra given by Theorem 4.9 now

allows for another parametrization of the simple functors, namely by triples
(L, u,W ), where (L, u) is a D∆-pair and W is a simple module for the algebra
FOut(L, u)-module of the group Out(L, u) (Notation 3.10) of outer automor-
phisms of (L, u). In Theorem 5.25, we describe the evaluations of the simple
functor SL,u,W parametrized by such a triple (L, u,W ).

Section 6 is devoted to some examples: First the simple functor S1,1,F, which
turns out to be closely related to the Cartan map (Lemma 6.2, Proposition 6.8).
This example shows in particular that the category FFppk is not semisimple when
F has characteristic p. Then we describe (Theorem 6.11) the evaluations of the
simple functor SL,1,W . In particular (Corollary 6.14), we show that for a finite
group G, the dimension of SL,1,k(G) is equal to the number of conjugacy classes
of p′-elements of G with defect isomorphic to L (Definition 6.13).

2 Notation and terminology1

Throughout the paper:

◮ k is an algebraically closed field of positive characteristic p.

◮ R is a commutative ring (with 1).

◮ For a finite group G, we denote by Proj(kG) the group of projective kG-
modules, and by Rk(G) the Grothendieck group of the category of finite
dimensional kG-modules. We set RProj(G) = R ⊗Z Proj(G) and RRk(G) =
R⊗Z Rk(G).

◮ If P is a p-subgroup of a finite group G, and M is a kG-module, we denote
by M [P ] the Brauer quotient of M at P , and by BrP : MP → M [P ] the
projection map. The module M [P ] is a kNG(P )-module, where NG(P ) =
NG(P )/P .

◮ For a finite group G, a p-permutation kG-module (see [9]) is a direct sum-
mand of a permutation kG-module, i.e. of a module admitting a G-invariant
k-basis. Equivalently, a kG-module M is a p-permutation module if the
restriction ResGSM of M to a Sylow p-subgroup S of G is a permutation
kS-module.

◮ From [9], we know that the indecomposable p-permutation kG-modules (up
to isomorphism) are parametrized by pairs (P,E), where P is a p-subgroup

1An additional list of symbols is included at the end of the paper.
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of G, up to conjugation, and E is an indecomposable projective kNG(P )-
module, up to isomorphism. The indecomposable module M(P,E) para-
metrized by the pair (P,E) is the only indecomposable direct summand with

vertex P of LP,E = IndGNG(P )Inf
NG(P )

NG(P )
E, the other direct indecomposable

summands having vertex strictly contained in P , up to conjugation. The
module M(P,E) has vertex P , and M(P,E)[P ] ∼= E as kNG(P )-modules.

◮ It follows that the Grothendieck group of p-permutation kG-modules, for
relations given by direct sum decomposition, has a basis consisting of the
modules LP,E , where P is a p-subgroup of G, up to conjugation, and E is an
indecomposable projective kNG(P )-module.

◮ When G and H are finite groups, and L is a subgroup of H ×G, we denote
by p1(L) (resp. p2(L)) the projection of L in H (resp. in G), and we set

k1(L) = {h ∈ H | (h, 1) ∈ L} and k2(L) = {g ∈ G | (1, g) ∈ L}.

We say that L is diagonal if k1(L) = k2(L) = 1. Equivalently,

L = ∆(Y, π,X) =
{(
π(x), x

)
| x ∈ X

}
,

where X is a subgroup of G and π : X → Y is a group isomorphism from
X to a subgroup Y of H. If X = Y and π = Id, we simply write ∆(X) =
∆(X, Id, X). For X ≤ G and an embedding ψ : X →֒ H, we also write
∆ψ(X) instead of ∆

(
ψ(X), ψ,X

)
.

◮ For finite groupsG andH, a p-permutation (kH, kG)-bimodule is a (kH, kG)-
bimodule which is a p-permutation module when viewed as a k(H × G)-
module. A p-permutation (kH, kG)-bimodule M is diagonal if in addition
M is projective when viewed as a left kH-module and a right kG-module.
Equivalently M is a p-permutation (kH, kG)-bimodule, and all the vertices
of the indecomposable summands of M are diagonal p-subgroups of H ×G.

◮ For finite groups G andH, we denote by T∆(H,G) the Grothendieck group of
diagonal p-permutation (kH, kG)-bimodules, for relations given by direct sum
decomposition. We set RT∆(H,G) = R⊗Z T

∆(H,G). The group T∆(H,G)
has a basis consisting of the bimodules of the form

IndH×G
NH×G(P )Inf

NH×G(P )

NH×G(P )
E,

where P is a diagonal p-subgroup of H ×G (up to conjugation), and E is an
indecomposable projective NH×G(P )-module.

◮ When G, H, and K are finite groups, if M is a diagonal p-permutation
(kG, kH)-bimodule and N is a diagonal p-permutation (kK, kH)-bimodule,
then N⊗kHM is a diagonal p-permutation (kK, kG)-bimodule. This induces
a well defined bilinear map

T∆(K,H)× T∆(H,G) → T∆(K,G),
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still denoted (v, u) 7→ v ⊗kH u. This bilinear map is also the composition in
the category Rpp∆k of the introduction, so it will be sometimes denoted by
(v, u) 7→ v ◦ u.

◮ For finite groups G and H, we say that an element u ∈ RT∆(G,H) is right
essential (resp. left essential) if it cannot be factored through groups of
order strictly smaller than |H| (resp. of order strictly smaller than |G|), that
is if u /∈

∑
|K|<|H|

RT∆(G,K) ◦ RT∆(K,H) (resp. if u /∈
∑

|K|<|G|

RT∆(G,K) ◦

RT∆(K,H)). A (kG, kH)-bimodule M is called right essential over R - or
simply right essential - (resp. left essential) if the element M of RT∆(G,H)
is right essential (resp. left essential).

If |G| = |H|, being left essential is equivalent to being right essential, so we
simply say essential.

◮ In particular, for a finite group G, the endomorphism algebra of G in the
category Rpp∆k is RT∆(G,G). The essential algebra (over R) of G is the
quotient

ER(G) = RT∆(G,G)/
∑

|H|<|G|

RT∆(G,H) ◦ RT∆(H,G)

of RT∆(G,G) by the (two sided) ideal of non-essential elements. We denote
by u 7→ εR(u) the projection map RT∆(G,G) → ER(G).

◮ The main reason for considering the previous essential algebra is the follow-
ing: By standard results (see e.g. [5], Lemma 2.5 and Proposition 2.7), if
S is a simple diagonal p-permutation functor over R, and if G is a group
such that V := S(G) 6= 0, then V is a simple RT∆(G,G)-module, and S is
isomorphic to the unique simple quotient SG,V of the functor LG,V : H 7→
RT∆(H,G)⊗RT∆(G,G)V . Moreover, if G is a group of minimal order such that
S(G) 6= 0, then in fact V is a simple ER(G)-module, and S ∼= SG,V . So we
are looking for pairs (G, V ) of a finite group G and a simple ER(G)-module.
In particular, for such a pair, the essential algebra ER(G) is non-zero.

◮ An elementary group (or Brauer elementary group) is a finite group of the
form Q×C, where Q is a q-group for some prime number q, and C is a cyclic
group (that can be assumed of order prime to q). When p is a prime number,
an elementary p′-group is an elementary group of order prime to p.

3 Vanishing of ER(G)

Let G be a finite group. We want to know when the essential algebra ER(G) is
non-zero. We start with some classical lemmas.

Lemma 3.1: Let G = P ⋊ K, where P and K are finite groups of coprime
order. Let moreover ϕ be an automorphism of G. Then:
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1. ϕ(P ) = P .

2. CG(P ) = Z(P )CK(P ).

3. Suppose that CG(P ) = Z(P ), or equivalently by Assertion 2, that K acts
faithfully on P . Then the following are equivalent:

(a) The restriction of ϕ to P is the identity.

(b) ϕ is an inner automorphism iw of G, for some w ∈ Z(P ).

Proof: 1. This is clear, since P is the set of elements of G of order dividing the
order of P .

2. The inclusion Z(P )CK(P ) ≤ CG(P ) is clear. Conversely, if xt ∈ CG(P ),
where x ∈ P and t ∈ K, then ty = yx for any y ∈ P . It follows that t

n
y = yx

n

for any n ∈ N and any y ∈ P . Taking n = |x| gives tn ∈ CK(P ), hence
t ∈ CK(P ) since (n, |t|) = 1. Then x ∈ CP (P ) = Z(P ).

3. It is clear that (b) implies (a)2. For the converse, assume that (a) holds, and
that CG(P ) = Z(P ). Let x, y ∈ P and s, t ∈ K. Then

ϕ(xs · yt) = ϕ(x sy · st) = x syϕ(st)

= ϕ(xs)ϕ(yt) = xϕ(s)yϕ(t) = x ϕ(s)y ϕ(s)ϕ(t).

Hence sy = ϕ(s)y for any y ∈ P . In other words z(s) := s−1ϕ(s) ∈ CG(P ), so z
is a map from K to Z(P ).

Now ϕ(s) = sz(s), so z(st) = z(s)t z(t) for any s, t ∈ K. In other words,
the map z is a crossed morphism from K to Z(P ). Since K and Z(P ) have
coprime order, it follows that there exists w ∈ Z(P ) such that z(s) = ws · w−1,
for any s ∈ K. In other words ϕ(s) = s · ws · w−1 = wsw−1 = iw(s). Since
iw(x) = x = ϕ(x) for any x ∈ P , it follows that ϕ = iw.

Lemma 3.2: Let G be a finite group, and P be a normal p-subgroup of G.
Then:

1. NG×G

(
∆(P )

)
= {(a, b) ∈ G×G | ab−1 ∈ CG(P )}.

2. Set N = NG×G

(
∆(P )

)
and N = N/∆(P ). There is an isomorphism of

(kG, kG)-bimodules

kG ∼= IndG×G
N InfN

N
kCG(P ),

where the action of N on kCG(P ) is given by (a, b)∆(P ) · γ = aγb−1.

2and we don’t need the assumption CG(P ) = Z(P ) for that. . .
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Proof: 1. This is clear, since (a, b) ∈ N if and only if xa = xb, i.e. xab
−1

= x,
for all x ∈ P .

2. The group N permutes the set CG(P ) transitively, and the stabilizer in N
of 1 ∈ CG(P ) is the group {(a, a)∆(P ) | a ∈ G} = ∆(G)/∆(P ). So kCG(P ) ∼=

IndN∆(G)/∆(P )k, and

IndG×G
N InfN

N
kCG(P ) ∼= IndG×G

N InfN
N
IndN∆(G)/∆(P )k

∼= IndG×G
N IndN∆(G)Inf

∆(G)
∆(G)/∆(P )k

∼= IndG×G
∆(G)k

∼= kG

as (kG, kG)-bimodules.

The next step is an important reduction allowed by the following stronger
version of Dress induction theorem, due to Boltje and Külshammer ([2], Theorem
3.3):

Theorem 3.3: Let H be a finite group, and U be an indecomposable kH-module
with vertex D and source Z. Then, in the Green ring of kH, we have

[U ] =
n∑

i=1

ai[Ind
G
HiVi],

where, for i = 1, . . . , n:

� ai is an integer.

� Hi is a subgroup of H such that Di := Op(Hi) ≤ D and Hi/Di is an
elementary p′-group.

� Vi is an indecomposable kHi-module with vertex Di and source ResHiDiVi,

which is a direct summand of ResDDiZ.

Corollary 3.4: Let G be a finite group. Then ER(G) = 0 unless G ∼= P ⋊K,
where P is a p-group, and K is an elementary p′-group.

Proof: We apply Theorem 3.3 to the case H = G × G and U = kGb, where
b is a block idempotent of kG. Then U is a diagonal p-permutation (kG, kG)-
bimodule with diagonal vertex ∆(D) = ∆(D, Id, D), where D ≤ G is a defect
group of b. We can conclude that [U ] is a linear combination with integer
coefficients of (isomorphism classes of) induced bimodules

[
IndG×G

Hi
Vi
]
, where

Hi is a subgroup of G × G such that Di = Op(Hi) ≤ ∆(D) and Hi/Op(Hi) is
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an elementary p′-group. Let Gi be the first projection of Hi on G. Then the
bimodule IndG×G

Hi
Vi factors as

IndG×G
Hi

Vi ∼= IndG×Gi
∆(Gi)

⊗kGi Ind
Gi×G
Hi

Vi,

where Hi on the right hand side is viewed as a subgroup of Gi × G. Now if
Gi < G, then the image of kGb in ER(G) is equal to 0. And if Gi = G, then
G is a quotient of Hi, so G/Op(G) is an elementary p′-group. In other words
G ∼= P ⋊K, where P is a p-group, and K is an elementary p′-group.

Now ER(G) is non zero if and only if its identity element is non zero, that is
if the image of the bimodule kG in ER(G) is non zero. Since kG is the direct sum
of the bimodules kGb, when b runs through block idempotents of kG, there is
at least one such idempotent b such that the image of kGb in ER(G) is non-zero.
Hence G ∼= P ⋊K, where P is a p-group and K is an elementary p′-group.

Lemma 3.5: Let G = P ⋊K, where P is a finite p-group, and K is an elemen-
tary p′-group. Let H be a finite group, and U be a right essential indecomposable
diagonal p-permutation (kG, kH)-bimodule. Then:

1. The essential algebra ER(H) is non-zero. In particular H = Q⋊ L, where
Q is a p-group and L is an elementary p′-group.

2. There exist an injective group homomorphism π : Q →֒ P , a subgroup T
of NK×L

(
∆π(Q)

)
with p2(T ) = L, and a simple kT -module W such that

U ∼= IndG×H
∆π(Q)·T Inf

∆π(Q)·T
T W

as (kG, kH)-bimodules.

Proof: 1. If ER(H) = 0, the identity (kH, kH)-bimodule kH factors through
groups of order stritcly smaller than |H|, so the same holds for U (by right
composition with kH). Hence ER(H) 6= 0, and Assertion 1 follows from Corol-
lary 3.4.

2. From Assertion 1 follows in particular that the group G × H is solvable,
with a normal Sylow p-subgroup P × Q. Then there is a diagonal p-subgroup
∆π(S) of G×H, where S is a p-subgroup of H (that is, a subgroup of Q) and
π : S →֒ P is an injective group homomorphism, such that

U ∼= IndG×H
N InfN

N
E,

where N = NG×H

(
∆π(S)

)
and N = N/∆π(S), and E is an indecomposable

projective kN -module.
Now N itself also has a normal Sylow p-subgroup X, and there is a p′-

subgroup T of N such that N = X ⋊ T . Moreover T lifts to a p′-subgroup T of
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N , that we can assume contained in the p′-Hall subgroup K × L of G×H, up

to replacing ∆π(S) by a conjugate subgroup. Finally E ∼= IndN
T
W , where W is

a simple kT -module. Let W be the simple kT -module corresponding to W via
the isomorphism T ∼= T . It follows that

U ∼= IndG×H
N InfN

N
IndN

T
W

∼= IndG×H
N IndN∆π(S)·T Inf

∆π(S)·T
T W

∼= IndG×H
∆π(S)·T

Inf
∆π(S)·T
T W.

Since U is right essential, we have p2
(
∆π(S) · T

)
= H = Q · L. This forces

S = Q, and p2(T ) = L, proving Assertion 2.

Theorem 3.6: Let G be a finite group of the form G = P ⋊K, where P is a
p-group and K is a non-cyclic elementary p′-group. Then |K|2 ER(G) = 0. In
particular, if |K| is invertible in R, then ER(G) = 0.

Proof: LetM be an essential indecomposable diagonal p-permutation (kG, kG)-
bimodule. By Lemma 3.5, applied to H = G and U =M , we know that

M ∼= IndG×G
∆π(P )·T Inf

∆ϕ(P )·T
T W,

for some π ∈ Aut(P ), some subgroup T of NK×K

(
∆π(P )

)
with p2(T ) = K, and

some simple kT -module W .
Now T ≤ K × K, so T is a p′-group, and |T | divides |K|2. Moreover by

Artin’s induction theorem, in Rk(T ) ∼= RC(T ), we have an equality of the form

|T |W =
n∑

i=1

niInd
T
Cikλi ,

where, for 1 ≤ i ≤ n, Ci is a cyclic subgroup of T , ni is an integer, and kλi is a
one dimensional kCi-module. Hence in RT∆(G,G), we have that

|T |M =
n∑

i=1

niInd
G×G
∆π(P )·T Inf

∆π(P )·T
T IndTCikλi

=
n∑

i=1

niInd
G×G
∆π(P )·T Ind

∆π(P )·T
∆π(P )·Ci

Inf
∆π(P )·Ci
Ci

kλi

=
n∑

i=1

niInd
G×G
∆π(P )·Ci

Inf
∆π(P )·Ci
Ci

kλi .
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The image of |K|2M in ER(G) is equal to the image of

|K|2

|T |

n∑

i=1

niInd
G×G
∆π(P )·Ci

Inf
∆π(P )·Ci
Ci

kλi ,

which is equal to zero unless there exists i ∈ {1, . . . , n} such that

p1
(
∆ϕ(P ) · Ci

)
= p2

(
∆ϕ(P ) · Ci

)
= G = P ·K.

This implies that K is a quotient of Ci. Hence K is cyclic, which completes the
proof.

Theorem 3.7: Let G = P⋊K, where P is a p-group and K is a cyclic p′-group.
If CK(P ) 6= 1, then ER(G) = 0.

Proof: 3 Since G has a normal Sylow p-subgroup, all the blocks of G have defect
P . Moreover, if b is a block idempotent of G, then b is a linear combination of
p-regular elements of CG(P ) = Z(P )× CK(P ), so b ∈ kCK(P ).

Since CK(P ) ≤ Z(G), it means that the block idempotents of kG are ex-
actly the primitive idempotents of the (split semisimple commutative) algebra
kCK(P ). Let e be one of them, and kλ = kCK(P )e be the corresponding (one
dimensional) simple kCK(P )-module, where λ : CK(P ) → k× is the associated
group homomorphism.

Let ̟ : G → K denote the projection map. Set N = NG×G

(
∆(P )

)
and

N = N/∆(P ). There is a short exact sequence

1 // Z(P )
i

// N
s

// K̃ // 1,

where

� K̃ = {(a, b) ∈ K ×K | a−1b ∈ CK(P )}.

� i is the map sending z ∈ Z(P ) to (z, 1)∆(P ) ∈ N .

� s is the map sending (a, b)∆(P ) to
(
̟(a), ̟(b)

)
.

So N ∼= Z(P ) ⋊ K̃, with the explicit embedding K̃ → N sending (a, b) ∈ K̃ to
(a, b)∆(P ) ∈ N . We consider K̃ as a subgroup of N via this embedding.

The Brauer quotient of the (kG, kG)-bimodule kG at ∆(P ) is isomorphic
to kCG(P ), so kGe[∆(P )] ∼= kCG(P )BrP (e) = kCG(P )e = kZ(P ) ⊗k kλ, since
BrP (e) = e as e ∈ kCK(P ). It follows that

kGe ∼= IndG×G
N InfN

N
kCG(P )e ∼= IndG×G

N InfN
N

(
kZ(P )⊗k kλ

)
,

3This proof is a slightly simplified and generalized version of the proof given by M. Ducellier
in Proposition 4.1.2 of his thesis [10] in the case R = C.
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where N ∼= Z(P )⋊ K̃ acts on kZ(P )⊗k kλ by

(a, b)∆(P ).(z ⊗ 1) = (ab−1)p z ⊗ (ab−1)p′ · 1 = λ
(
(ab−1)p′

)
(ab−1)p z ⊗ 1

for (a, b) ∈ N and z ∈ Z(P ), where (ab−1)p ∈ Z(P ) and (ab−1)p′ ∈ CK(P ) are
the p-part and p′-part of ab−1 ∈ CG(P ) = Z(P ) × CK(P ), respectively. Then

kZ(P ) ⊗k kλ is isomorphic to IndN
K̃
k
λ̃
, where λ̃ : K̃ → k× sends (a, b) ∈ K̃ to

λ(ab−1) ∈ k×. So

kGe ∼= IndG×G
N InfN

N
IndN

K̃
k
λ̃

∼= IndG×G
N IndN

∆(P )K̃
Inf

∆(P )K̃

K̃
k
λ̃

∼= IndG×G

∆(P )K̃
Inf

∆(P )K̃

K̃
k
λ̃
. (3.7.1)

Now we set G = G/CK(P ). We denote by g 7→ g the projection map, and by
δ : G → G × G the map g 7→ (g, g). We will show that the (kG, kG)-bimodule
kGe factors through the group G, that is, there is a diagonal p-permutation
(kG, kG)-bimodule U and a diagonal p-permutation (kG, kG)-bimodule V such
that kGe ∼= U ⊗kG V .

The group P embeds in G×G via δ. Its image δ(P ) is a diagonal subgroup
of G×G, and its normalizer is

Nδ := NG×G

(
δ(P )

)
=

{
(a, b) ∈ G×G | xa = xb, ∀x ∈ P

}
.

In other words (a, b) ∈ Nδ if and only if xab−1 = x for all x ∈ P , or equivalently
if the commutator [x, ab−1] is in CK(P ). But since P E G, we have that
[P, ab−1] ⊆ P . Hence (a, b) normalizes δ(P ) if and only if [P, ab−1] ⊆ P ∩
CK(P ) = 1, i.e. ab−1 ∈ CG(P ). Thus

Nδ = {(a, b) ∈ G×G | ab−1 ∈ Z(P )× CK(P )}.

Recall that ̟ : G→ K denotes the projection map. We have a surjective group
homomorphism σ : Nδ → K sending (a, b) to ̟(a). It induces a surjective group
homomorphism

σ : N δ := Nδ/δ(P ) → K

sending (a, b)δ(P ) to ̟(a). The kernel of this morphism consists of the elements
(a, b)δ(P ) such that a ∈ P and ab−1 ∈ Z(P )× CK(P ). Since

(a, b)δ(P ) = (1, ba−1)(a, a)δ(P ) = (1, ba−1)δ(P ),

and since ba−1 ∈ CG(P )/CK(P ) = Z(P ), we get a short exact sequence

1 // Z(P )
ι

// N δ
σ

// K // 1

11



where ι(z) = (1, z)δ(P ) for z ∈ Z(P ). This sequence is split, via the morphism
a ∈ K 7→ (a, a)δ(P ), for a ∈ K, so N δ

∼= Z(P )⋊K.
Now since K is cyclic, we can extend λ : CK(P ) → k× to a group homomor-

phism β : K → k×. This gives a one dimensional kK-module kβ , that we can
induce to N δ = Z(P )⋊K. We get a projective kN δ-module, and we set

U := IndG×G
Nδ

InfNδ
Nδ

IndNδ
K kβ .

This is a diagonal p-permutation (kG, kG)-bimodule, and

U ∼= IndG×G
Nδ

IndNδδ(P )KInf
δ(P )K
K kβ ∼= IndG×G

δ(P )KInf
δ(P )K
K kβ ,

where K is viewed as a subgroup of Nδ via the map a ∈ K 7→ (a, a) ∈ Nδ. We
observe that δ(P )K is equal to δ(G), so

U ∼= IndG×G
δ(G) Inf

δ(G)
K kβ .

We define similarly a (kG, kG)-bimodule V by

V := IndG×G
δo(G)Inf

δo(G)
Ko kβ−1 ,

where δo : G→ G×G sends x to (x, x), and Ko = {(a, a) | a ∈ K}.
Now we compute the tensor product U⊗kGV using Theorem 1.1 of [3]. Since

p2
(
δ(G)

)
= G, there is a single double coset p2

(
δ(G)

)
\G/p1

(
δo(G)

)
. Moreover

k2
(
δ(G)

)
= 1, so we have

U ⊗kG V
∼= IndG×G

δ(G)∗δo(G)

(
Inf

δ(G)
K kβ ⊗k Inf

δo(G)
Ko kβ−1

)
, (3.7.2)

where

δ(G) ∗ δo(G) =
{
(a, b) ∈ G×G | ∃c ∈ G, (a, c) ∈ δ(G) and (c, b) ∈ δo(G)

}

=
{
(a, b) ∈ G×G | a = b

}

=
{
(a, b) ∈ G×G | ab−1 ∈ CK(P )

}
.

Now if a = xu and b = yv, with x, y ∈ P and u, v ∈ K, we have

ab−1 = xuv−1y−1 = x · uv
−1
(y−1) · uv−1,

so ab−1 ∈ CK(P ) if and only if uv−1 ∈ CK(P ) and x = y, i.e. (u, v) ∈ K̃ and
(x, y) ∈ ∆(P ). It follows that δ(G) ∗ δo(G) = ∆(P )K̃.

The action of (a, b) ∈ δ(G) ∗ δo(G) on the tensor product

T := Inf
δ(G)
K kβ ⊗k Inf

δo(G)
Ko kβ−1

is obtained as follows: Let c ∈ G such that (a, c) ∈ δ(G) and (c, b) ∈ δo(G),

that is c = a = b. Then for v ∈ Inf
δ(G)
K kβ and w ∈ Inf

δo(G)
Ko kβ−1 , we have

12



(a, b) · (v⊗w) = (a, c) · v⊗ (c, b) ·w. Here T is one dimensional, with basis 1⊗ 1,
and

(a, b) · (1⊗ 1) = β
(
̟(a)

)
β
(
̟(b)

)−1
(1⊗ 1)

= β
(
̟(ab−1)

)
(1⊗ 1)

= λ
(
̟(ab−1)

)
(1⊗ 1),

since the restriction of β to CK(P ) is equal to λ.

Now for (a, b) ∈ δ(G) ∗ δo(G) = ∆(P )K̃, we have λ
(
̟(ab−1)

)
= λ̃

(
ρ(a, b)

)
,

where ρ : ∆(P )K̃ → K̃ is the projection map. Then T ∼= Inf
∆(P )K̃

K̃
k
λ̃
, and

by 3.7.1 and 3.7.2, we get that

U ⊗kG V
∼= IndG×G

δ(G)∗δo(G)T
∼= IndG×G

∆(P )K̃
Inf

∆(P )K̃

K̃
k
λ̃
∼= kGe,

as was to be shown.
So if CK(P ) 6= 1, all the bimodules kGe are mapped to 0 in ER(G), and the

image of their direct sum kG is also 0. Now as its identity element is equal to 0,
the algebra ER(G) itself is equal to 0.

Corollary 3.8: Let G = P ⋊K, where K is an elementary p′-group of order
invertible in R. If ER(G) 6= 0, then K is cyclic and acts faithfully on P .

Proof: Indeed if ER(G) 6= 0, we know by Theorem 3.6 that K is cyclic, and by
Theorem 3.7, that K acts faithfully on P .

In other words G = P ⋊〈u〉, where (P, u) is a D∆-pair, as defined hereafter:4

Definition 3.9: A D∆-pair is a pair (P, u) of a finite p-group P and a p′-
automorphism u of P .

We recall the following notation ([7], Notation 6.8):

Notation 3.10: For a D∆-pair (L, u), we denote by Aut(L, u) the group of
automorphisms of the semidirect product L〈u〉 = L ⋊ 〈u〉 which send u to a
conjugate of u, and by Out(L, u) the quotient Aut(L, u)/Inn(L〈u〉) of this group
by the group of inner automorphisms of L〈u〉.

4D∆-pairs were first introduced in the slightly different Definition 4.4 of [6]. The subsequent
Lemma 4.5 there showed that the two definitions are equivalent.
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4 Generators and relations for ER(G)

Notation 4.1: For a finite group G, denote by G♮ the group Hom(G, k×).
For λ ∈ G♮, let kλ denote the corresponding one dimensional kG-module. For
γ ∈ Aut(G), denote5 by kGγ,λ the (kG, kG)-bimodule equal to kG as a vector
space, with action given by

∀(x, y, z) ∈ G3, x · z · y = λ(y)−1xzγ(y).

Lemma 4.2: Let G be a finite group.

1. Let γ ∈ Aut(G) and λ ∈ G♮. Then kGγ,λ is a diagonal p-permutation
bimodule, and there is an isomorphism of (kG, kG)-bimodules

kGγ,λ ∼= IndG×G
∆γ(G)kλ.

2. 6 Let δ ∈ Aut(G) and µ ∈ G♮. Then there is an isomorphism of (kG, kG)-
bimodules

kGγ,λ ⊗kG kGδ,µ ∼= kGγ◦δ,(λ◦δ)×µ.

3. If kG has only one block, then kGγ,λ is an indecomposable (kG, kG)-
bimodule, for any γ ∈ Aut(G) and any λ ∈ G♮.

Proof: 1. Let S be a Sylow p-subgroup of G. Then λ(x) = 1 for any x ∈ S, so
the restriction of kGγ,λ to the Sylow p-subgroup S×S ofG×G is the permutation
bimodule kG, with action x · z · y = xzγ(y), for x, y ∈ S and z ∈ G. Moreover
this action is free on both sides, so kGγ,λ is a diagonal p-permutation bimodule.
Finally, the map g ∈ G 7→ (g, 1)∆γ(G) is a bijection from G to (G×G)/∆γ(G),
and using this bijection, it is easy to check that kGγ,λ ∼= IndG×G

∆γ(G)kλ.

2. The map (g ⊗ g′) 7→ λ(g′)−1gγ(g′), for g, g′ ∈ G, from kGγ,λ ⊗kG kGδ,µ to
kGγ◦δ,(λ◦δ)×µ induces a well defined isomorphism of (kG, kG)-bimodules.

3. It is clear that for any (kG, kG)-bimodule M , any δ ∈ Aut(G), and any
µ ∈ G♮, the k-vector space M ⊗kG kGδ,µ is isomorphic to M . So if kGγ,λ splits
as a direct sum of non-zero (kG, kG)-bimodules M and M ′, the tensor product
kGγ,λ ⊗kG kGδ,µ, splits as the direct sum of (kG, kG)-bimodules M ⊗ kGδ,µ
and M ′ ⊗ kGδ,µ, none of which is equal to zero. Then kGγ◦δ,(λ◦δ)×µ splits as
a direct sum of non-zero bimodules. Taking δ = γ−1 and µ = (λ ◦ γ−1)−1, we
get that the (kG, kG)-bimodule kGId,1

∼= kG splits non-trivially. So kG is not
indecomposable, that is, kG has more than one block.

In the rest of this section, in view of Corollary 3.8, we assume the following:

5This generalizes Definition 4.1.3 of [10], up to replacing λ with λ−1, which is more conve-
nient in our setting.

6Up to the previous change of notation, this is Proposition 4.1.4 in [10].
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Hypothesis 4.3: The group G is of the form P ⋊K, where P is a p-group and
K is a cyclic p′-group of order invertible in R, acting faithfully on P .

We want to find the structure of the algebra ER(G). First we look for generators
of ER(G) as an R-module.

Lemma 4.4: Assume that 4.3 holds. Then:

1. kG has only one block. So for γ ∈ Aut(G) and λ ∈ G♮, the bimodule kGγ,λ
is indecomposable, with vertex ∆γ(P ).

2. Let γ, δ ∈ Aut(G) and λ, µ ∈ G♮. Then the bimodules kGγ,λ and kGδ,µ are
isomorphic if and only if λ = µ and δ ◦ γ−1 is an inner automorphism of
G.

3. Conversely, if M is an indecomposable diagonal p-permutation bimodule
with vertex ∆γ(P ), for γ ∈ Aut(G), then there exists λ ∈ G♮ such that
M ∼= kGγ,λ.

4. In particular, if M is an essential indecomposable diagonal p-permuta-
tion (kG, kG)-bimodule, there exist γ ∈ Aut(G) and λ ∈ G♮ such that
M ∼= kGγ,λ as (kG, kG)-bimodule.

Proof: 1. The p-subgroup P of G is normal, and CG(P ) = Z(P ) × CK(P ) =
Z(P ) ≤ P since CK(P ) = 1 as K acts faithfully on P . So kG has only one block
([1] Proposition 6.2.2). Then all the bimodules kGγ,λ are indecomposable, by
Lemma 4.2.

Let γ ∈ Aut(G). Set N := NG×G

(
∆γ(P )

)
, and N = N/∆γ(P ). Then

N = {(a, b) ∈ G×G | a−1γ(b) ∈ CG(P ) = Z(P )},

so the second projection p2 induces a short exact sequence

1 // Z(P ) // N // K // 1,

which is split (by the map x ∈ K 7→
(
γ(x), x

)
∆γ(P )). Now the indecomposable

projective kN -modules are the modules IndNKkλ, for λ ∈ K♮. Moreover

IndG×G
N InfN

N
IndNKkλ

∼= IndG×G
N IndN∆γ(P )·∆γ(K)kλ

∼= IndG×G
∆γ(G)kλ

∼= kGγ,λ,

by Lemma 4.2. This gives another proof that kGγ,λ is indecomposable, and also
shows that it has vertex ∆γ(P ), and Brauer quotient

kGγ,λ[∆γ(P )] ∼= IndNKkλ
∼= kZ(P )⊗k kλ. (4.4.1)
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2. First, if λ = µ and δ = ix ◦ γ, where ix is conjugation by x ∈ G, then one
checks easily that the map g ∈ G 7→ gx ∈ G induces a bimodule isomorphism
kGγ,λ ∼= kGδ,µ.

For the converse, let γ′ = γ−1 and λ′ = (λ ◦ γ′)−1. Then by Lemma 4.2, we
have an isomorphism of (kG, kG)-bimodules

kGγ,λ ⊗kG kGγ′,λ′ ∼= kGγ◦γ′,(λ◦γ′)×λ′ = kGId,1 = kG.

So if kGδ,µ ∼= kGγ,λ, we have an isomorphism of (kG, kG)-bimodules

kGδ,µ ⊗kG kGγ′,λ′ ∼= kG,

that is
kGδ◦γ′,(µ◦γ′)×λ′ ∼= kGId,1.

So if we know that an isomorphism of bimodules kGθ,ρ ∼= kGId,1, where θ ∈
Aut(G) and ρ ∈ G♮ implies that θ is inner and ρ = 1, we are done, since we can
conclude that δ ◦ γ′ = δ ◦ γ−1 is inner, and that (µ ◦ γ′)× λ′ = 1, i.e. µ = λ. In
other words, we can assume γ = Id and λ = 1, and that kGδ,µ ∼= kG.

Now if kGδ,µ is isomorphic to kG, then its vertex ∆δ(P ) is contained in -
hence equal to - ∆(P ), up to conjugation in G×G. It means that the restriction
of δ to P is equal to the conjugation by some element of G. Up to composing
δ with some inner automorphism of G, we can assume that this restriction is
equal to the identity, and then δ is equal to the conjugation by some element of
Z(P ), by Lemma 3.1. This shows that δ is inner.

Then we have a bimodule isomorphism kGδ,λ ∼= kGId,λ by the first remark
in the proof of Assertion 2. In other words, we can assume δ = Id and kGId,λ

∼=
kGId,1. Then the Brauer quotients at ∆(P ) of these bimodules are isomorphic.
Hence kZ(P ) ⊗ kλ ∼= kZ(P ) ⊗ k ∼= kZ(P ). Now the fixed points of Z(P ) on
kZ(P )⊗kλ form a kK-module isomorphic to kλ, so kλ ∼= k as K-module, hence
λ = 1, as was to be shown.

3. Suppose conversely that M is an indecomposable diagonal p-permutation
(kG, kG)-bimodule with vertex ∆γ(P ), where γ ∈ Aut(G). Then M [∆γ(P )] is

an indecomposable projective kN -module, of the form IndNKkλ for some λ ∈ K♮,
and then

M ∼= IndG×G
N InfN

N
IndNKkλ

∼= kGγ,λ.

4. As in the proof of Theorem 3.6, we apply Lemma 3.5, in the case H = G and
U =M . We know that

M ∼= IndG×G
∆π(P )·T Inf

∆ϕ(P )·T
T W,

for some π ∈ Aut(P ), some subgroup T of NK×K

(
∆π(P )

)
with p2(T ) = K, and

some simple kT -module W .
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Moreover k1(T ) ≤ k1

(
NG×G

(
∆π(P )

))
= CG(P ) = Z(P ). So k1(T ) = 1

since T is a p′-group. Then p2 : T → K is an isomorphism, with inverse θ, and
T = ∆θ(K). Then T is cyclic, and W ∼= kλ for some λ ∈ T ♮.

Now T normalizes ∆π(P ) if and only if θ(x)π(y) = π(xy) for any x ∈ K and
any y ∈ P . Then the map γ : y · x 7→ π(y) · θ(x), where y ∈ P and x ∈ K, is an
automorphism of G, such that γ(K) = K, and ∆π(P ) · L = ∆γ(G). Then

M ∼= IndG×G
∆γ(G)kµ,

where µ = λ ◦̟ ∈ G♮ ∼= ∆γ(G)
♮. Now M ∼= kGγ,µ by Lemma 4.2.

It follows that ER(G) is linearly generated by the images of the (kG, kG)-
bimodules kGγ,λ, for γ ∈ Aut(G) and λ ∈ G♮. By Lemma 4.4, we can take γ in
a set of representatives of elements of Out(G). We want to describe the linear
relations between these generators. In other words, we want to find equalities
of the form

∑

γ∈Out(G)

λ∈G♮

rγ,λ kGγ,λ =
n∑

i=1

si Ui ⊗kHi Vi, (4.4.2)

in RT∆(G,G), where rγ,λ ∈ R, n ∈ N, and for 1 ≤ i ≤ n, Hi is a finite group
of order smaller than the order of G, Ui is a diagonal p-permutation (kG, kHi)-
bimodule, Vi is a diagonal p-permutation (kHi, kG)-bimodule, and si ∈ R. We
can assume moreover that for 1 ≤ i ≤ n, the essential algebra ER(Hi) is non-
zero: Indeed otherwise, the identity bimodule kHi ∈ RT∆(Hi, Hi) is a linear
combination with coefficients in R of elements of RT∆(Hi, X)⊗kX RT∆(X,Hi),
for |X| < |Hi|, and we can replace Hi by smaller groups in (4.4.2).

Hence, by Corollary 3.4, we can assume that for 1 ≤ i ≤ n, we have Hi =
Qi ⋊ Li, where Qi is a p-group, and Li is an elementary p′-group. We can also
assume that Ui and Vi are indecomposable, and that Ui is right essential and Vi
is left essential.

Lemma 4.5: Assume that 4.3 holds. Let H be a finite group, and U be a right
essential indecomposable diagonal p-permutation (kG, kH)-bimodule. Then the
vertices of U have order at most |P |. If U has vertex of order |P |, then there
exists an injective group homomorphism σ : H →֒ G such that P ≤ σ(H) and
λ ∈ H♮ = ∆σ(H)♮ such that

U ∼= IndG×H
∆σ(H)kλ.

Proof: We know from Lemma 3.5 that H = Q⋊ L, where Q is a p-group with
an embedding π : Q →֒ P , and L is an elementary p′-group. Moreover there is
a subgroup T of NK×L

(
∆π(Q)

)
with p2(T ) = L, and a simple kT -module W

such that
U ∼= IndG×H

∆π(Q)·T Inf
∆π(Q)·T
T W.
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Then a vertex of U is contained in ∆π(Q) · T up to conjugation, so it has order
at most |Q| ≤ |P |. And if it has order |P |, the embedding π : Q →֒ P is

an isomorphism. Moreover k1(T ) ≤ k1

(
NG×H

(
∆π(P )

))
= CG(P ), so k1(T ) ≤

CK(P ) = 1 since K acts faithfully on P . Then the projection map p2 : T → L is
an isomorphism, and then T = ∆τ (L), for some injective group homomorphism
τ : L →֒ K. In particular L and T are cyclic.

Moreover since T = ∆τ (L) ≤ NG×H

(
∆π(P )

)
, we have τ(l)π(x) = π(lx) for

any l ∈ L and x ∈ Q. Then the map σ : H = Q · L → G sending x · l, for
x ∈ Q and l ∈ L, to π(x) · τ(l), is an injective group homomorphism, such that
P ≤ γ(H) ≤ G. Moreover ∆π(Q) · T = ∆σ(H). Finally T is cyclic, so there
is λ ∈ T ♮ = L♮ ∼= H♮ such that W = kλ, and U ∼= IndG×H

∆σ(H)kλ, completing the
proof.

Theorem 4.6: Assume that 4.3 holds. Let H be a finite group, let U (resp. V )
be a right (resp. left) essential indecomposable diagonal p-permutation (kG, kH)-
bimodule (resp. (kH, kG)-bimodule).

1. If U ⊗kH V has an indecomposable direct summand with vertex of order
|P |, then there is a subgroup I ∼= H of G, containing P , an automorphism
ψ of I, and ζ ∈ I♮ = ∆ψ(I)

♮ such that

U ⊗kH V ∼= IndG×G
∆ψ(I)

kζ .

2. If U ⊗kH V admits an essential indecomposable summand, then this sum-
mand has vertex ∆γ(P ) for some γ ∈ Aut(G), and there exists J ≤ K
and θ ∈ J ♮ such that P · J ∼= H and

U ⊗kH V ∼=
⊕

α∈Iθ

kGγ,α

as (kG, kG)-bimodules, where Iθ =
{
α ∈ G♮ = K♮ | ResKJ α = θ

}
.

Proof: 1. Let X be a vertex of U . Then X is a diagonal subgroup of P ×H, so
|X| ≤ |P |, and U is a direct summand of IndG×H

X k. Similarly, if Y is a vertex of
V , then Y is a diagonal subgroup of H × P , hence |Y | ≤ |P |, and V is a direct
summand of IndH×G

Y k. It follows that U ⊗kH V is a direct summand of

⊕

h∈p2(X)\H/p1(Y )

IndG×G
X∗(h,1)Y

k.

So the vertices of the indecomposable summands of U⊗kHV are contained (up to
conjugation) in some group X ∗ (h,1)Y , which has order at most min(|X|, |Y |).
If one of them has order |P |, then |P | ≤ |X| ≤ |P |, hence |X| = |P |, and
|P | ≤ |Y | ≤ |P |, so |Y | = |P |.
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By Lemma 4.5, it follows that there is an embedding σ : H →֒ G with
P ≤ σ(H) ≤ G, and λ ∈ H♮, such that U ∼= IndG×H

∆σ(H)kλ. Similarly, swapping

G and H, there is an embedding τ : H → G with P ≤ τ(H) ≤ G, and µ ∈ H♮,

such that V ∼= IndH×G
∆oτ (H)kµ, where ∆o

τ (H) =
{(
h, τ(h)

)
| h ∈ H

}
. Then

U ⊗kH V ∼= IndG×G
∆σ(H)∗∆oτ (H)(kλ ⊗k kµ).

Now σ(H)/P and τ(H)/P are subgroups of the same order of the cyclic group
K, so σ(H) = τ(H). Set I := τ(H). There is a unique automorphism ψ of I
such that ψ

(
τ(h)

)
= σ(h) for all h ∈ H. Then

∆σ(H) ∗∆o
τ (H) =

{(
σ(h), τ(h)

)
| h ∈ H

}
=

{
(ψ(x), x) | x ∈ I

}
= ∆ψ(I).

Moreover kλ ⊗ kµ is one dimensional, so there is a unique ζ ∈ I♮ such that
kλ ⊗ kµ ∼= kζ as kI-modules, defined by ζ(x) = (λµ)

(
τ−1(x)

)
for x ∈ I. This

completes the proof of Assertion 1.

2. By Lemma 4.4, an essential diagonal p-permutation bimodule M is isomor-
phic to kGγ,λ for some γ ∈ Aut(G) and λ ∈ G♮. Then M has vertex ∆γ(P ), of
order |P |, so the conclusion of Assertion 1 holds. Hence there is a subgroup I
of G, containing P , an automorphism ψ of I, and ζ ∈ I♮, such that

U ⊗kH V ∼= IndG×G
∆ψ(I)

kζ .

In particular ∆γ(P ) is contained in ∆ψ(P ), up to conjugation, and we can
assume that ∆γ(P ) = ∆ψ(P ), i.e. that ψ is the restriction of γ to P . We have
∆ψ(P ) ≤ ∆ψ(I) ≤ N := NG×G

(
∆ψ(P )

)
= NG×G

(
∆γ(P )

)
. So N fits in a short

exact sequence of groups

1 // Z(P ) // // N
p2

// G // 1.

Similarly, the group N := N/∆ψ(P ) fits in the sequence

1 // Z(P ) //// N // K // 1.

This sequence splits via x ∈ K 7→
(
γ(x), x

)
∆ψ(P ), and we viewK as a subgroup

of N via this map.
The group ∆ψ(I) = ∆ψ(I)/∆ψ(P ) is a subgroup of N , and intersects Z(P )

trivially. So ∆ψ(I) is isomorphic to a subgroup J of K. Let θ : J → k× be the
image of ζ under this isomorphism.

Since ∆ψ(P ) acts trivially on kζ , we have kζ = Inf
∆ψ(I)

∆ψ(I)
kζ , where ζ is the
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homomorphism ∆ψ(I) → k× corresponding to ζ. Hence we have

U ⊗kH V ∼= IndG×G
∆ψ(I)

kζ

= IndG×G
N IndN∆ψ(I)Inf

∆ψ(I)

∆ψ(I)
kζ

∼= IndG×G
N InfN

N
IndN

∆ψ(I)
kζ

∼= IndG×G
N InfN

N
IndN

∆ψ(I)
Iso

∆ψ(I)
J kθ

∼= IndG×G
N InfN

N
IndNKInd

K
J kθ.

Now K is cyclic, so IndKJ kθ =
∑
α∈K♮

ResKJ α=θ

kα, and if α ∈ K♮, then IndNKkα is

an indecomposable projective kN -module. Then IndG×G
N InfN

N
IndNKkα

∼= kGγ,α.
Now

U ⊗kH V ∼=
⊕

β∈Iθ

kGγ,β ,

as was to be shown.

Notation 4.7: Assume that 4.3 holds.

1. We abuse notation identifying λ ∈ K♮ with kλ ∈ Rk(K).

2. We set Rk(K) = Rk(K)/
∑
L<K

IndKLRk(L), and we let α 7→ α denote the

projection map.

3. Let γ ∈ Aut(G). Then NG×G

(
∆γ(P )

)
∼= Z(P )⋊K, so taking coinvariants

by Z(P ) yields an isomorphism

v ∈ Proj
(
kNG×G

(
∆γ(P )

))
7→ vZ(P ) ∈ Rk(K).

For u ∈ T∆(G,G), let rγ(u) denote u[∆γ(P )]Z(P ) ∈ Rk(K).

We note that
∑
L<K

IndKLRk(L) is an ideal of the ring Rk(K), so Rk(K) has a

natural quotient ring structure. Moreover, the group Aut(G) acts on G♮ = K♮,
and Inn(G) acts trivially on G♮, since [G,G] ≤ P . So Out(G) acts on Rk(K)
and Rk(K) by ring automorphisms.

Notation 4.8: We denote by Out(G)⋉Rk(K) the semidirect product of Out(G)
with Rk(K), i.e.

Out(G)⋉Rk(K) =
⊕

γ∈Out(G)

γ ⋉Rk(K),
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where γ ⋉Rk(K) denotes a copy of Rk(K) indexed by γ.
Then Out(G)⋉Rk(K) is a ring for the product defined by

∀γ, δ ∈ Out(G), ∀λ, µ ∈ Rk(K), (γ ⋉ λ) · (δ ⋉ µ) := (γ ◦ δ)⋉
(
(λ ◦ δ)× µ

)
.

We set

Out(G)⋉ RRk(K) := R⊗Z

(
Out(G)⋉Rk(K)

)
∼=

⊕

γ∈Out(G)

γ ⋉ RRk(K).

In the next statement, we recall explicitly Hypothesis 4.3, for the reader’s
convenience.

Theorem 4.9: Let G be a group of the form P ⋊K, where P is a p-group and
K is a cyclic p′-group of order invertible in R, acting faithfully on P . Then:

1. The map

γ ⋉ α ∈ Out(G)⋉ RRk(K) 7→ εR(kGγ,α) ∈ ER(G),

where α ∈ K♮ and γ ∈ Out(G), extends to a well defined algebra homo-
morphism T.

2. The map

εR(u) ∈ ER(G) 7→
∑

γ∈Out(G)

γ ⋉ rγ(u) ∈ Out(G)⋉ RRk(K),

where u ∈ RT∆(G,G), is a well defined algebra homomorphism S.

3. The maps

ER(G)
S

// Out(G)⋉ RRk(K)
T

oo

are isomorphisms of algebras, inverse to each other.

Proof: Proving that the map T is well defined amounts to proving that if
u ∈ K♮ is induced from a proper subgroup J of K, and if γ ∈ Out(G), then
T(γ ⋉ u) = 0. Let J < K, and θ ∈ J ♮. Then u = IndKJ θ =

∑
α∈Iθ

kα, so

T(γ ⋉ u) = ER

( ⊕

α∈Iθ

kGγ,α

)
.
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But setting N := NG×G

(
∆γ(P )

)
and N := N/∆γ(P ), we have

⊕

α∈Iθ

kGγ,α ∼=
⊕

α∈Iθ

IndG×G
N InfN

N
IndNKkα

∼= IndG×G
N InfN

N
IndNK

( ⊕

α∈Iθ

kα

)

∼= IndG×G
N InfN

N
IndNKInd

K
J kθ

∼= IndG×G
N IndN∆γ(P )·∆γ(K)Inf

∆γ(P )·∆γ(K)
K IndKJ kθ

∼= IndG×G
∆γ(G)Inf

∆γ(G)
K IndKJ kθ

∼= IndG×G
∆γ(G)Ind

∆γ(G)
∆γ(P )·∆γ(J)

Inf
∆γ(P )·∆γ(J)
J kθ

∼= IndG×G
∆γ(P ·J)Inf

∆γ(P ·J)
J kθ.

But p2
(
∆γ(P · J)

)
= P · J < G since J < K. Hence ER

(⊕
α∈Iθ

kGγ,α

)
= 0, as

was to be shown, so the map T is well defined.
Now comparing the products in Lemma 4.2 and Notation 4.8, we get that T

is a homomorphism of R-algebras. Moreover the identity element of Out(G) ⋉
RRk(K), which is Id⋉ 1, is mapped by T to ER(kGId,1) = ER(kG), which is the
identity element of ER(G).

2. Proving that the map S is well defined amounts to proving that if H is
a finite group with |H| < |G|, if U (resp. V ) is a right (resp. left) essential
diagonal p-permutation (kG, kH)-bimodule (resp. (kH, kG)-bimodule), then
S(U ⊗kH V ) = 0. So let γ ∈ Aut(G) such that rγ(U ⊗kH V ) 6= 0. Then
in particular (U ⊗kH V )[∆γ(P )] 6= 0, so U ⊗kH V admits an indecomposable
summand with vertex ∆γ(P ). By Lemma 4.4, this summand is isomorphic to
kGγ,λ, for some λ ∈ G♮. By Theorem 4.6, there is a subgroup J of K with
P · J ∼= H, and θ ∈ J ♮ such that

U ⊗kH V ∼=
⊕

α∈Iθ

kGγ,α.

Now by (4.4.1)

(U ⊗kH V )[∆γ(P )] ∼=
⊕

α∈Iθ

IndNKkα
∼= IndNK

( ⊕

α∈Iθ

kα
)
∼= kZ(P )⊗k Ind

K
J kθ.

It follows that in Rk(K), we have rγ(U ⊗kH V ) = IndKJ kθ = 0 since J < K as
P · J ∼= H and |H| < |G| = |P ||K|. This contradiction shows that S is well
defined.

We postpone the proof that S is an algebra homomorphism at the end of
the proof of Assertion 3.
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3. Let γ ∈ Aut(G) and α ∈ K♮. Then kGγ,α has vertex ∆γ(P ), and kGγ,α[∆γ(P )] ∼=
kZ(P ) ⊗ kα by (4.4.1). We also get from Lemma 4.4 that kGγ,α[∆δ(P )] = 0 if
δ ∈ Aut(G) and δ 6= γ in Out(G): Indeed, if ∆γ(P ) and ∆δ(P ) are conjugate
in G×G, then the restriction of δ to P is equal to the restriction of δ to P , up
to an automorphism given by conjugation by some element of G, which we may
assume to be trivial. Then δ−1γ is inner, by Lemma 3.1.

It follows that S
(
ER(kGγ,α))

)
= γ ⋉ α. Since T(γ ⋉ α) = ER(kGγ,α), the

maps S and T are inverse to each other. In particular, they are bijections, so S

is a map of R-algebras, as T is. This completes the proof.

5 The simple functors

5.1. We want to consider the simple diagonal p-permutation functors, so by
general arguments, we can assume that our ring R of coefficients is a field F.
Moreover, in order to apply the results of the previous sections, we want that
p′-groups have order invertible in F. So we are left with the cases where F has
characteristic 0 or p.

If S is a simple diagonal p-permutation functor over F, and H is a finite
group of minimal order such that S(H) 6= 0, then V = S(H) is a simple module
for the essential algebra EF(H). In particular EF(H) 6= 0, so H = L〈u〉 for some
D∆-pair (L, u). Moreover, we have an isomorphism of algebras

EF
(
L〈u〉

)
∼= Out

(
L〈u〉

)
⋉ FRk(L〈u〉).

5.2. Conversely, if (L, u) is a D∆-pair, and V is a simple EF
(
L〈u〉

)
-module, then

we denote by SL〈u〉,V the unique simple diagonal p-permutation functor with
minimal group L〈u〉 and such that SL〈u〉,V

(
L〈u〉

)
∼= V as an EF

(
L〈u〉

)
-module.

The evaluation of SL〈u〉,V at a finite group G is isomorphic to

SL〈u〉,V (G) ∼=
(
FT∆

(
G,L〈u〉

)
⊗EF(L〈u〉) V

)
/R,

where R is the subspace generated by all finite sums
∑

i∈I fi ⊗ vi, with fi ∈
FT∆

(
G,L〈u〉

)
and vi ∈ V for i ∈ I, such that

∑
i∈I π(ϕ ◦ fi) · vi = 0 for all

ϕ ∈ FT∆(L〈u〉, G), where π : FT∆
(
L〈u〉, L〈u〉

)
→ EF(L〈u〉) is the projection

map.

5.3. In particular, let f ∈ FT∆
(
G,L〈u〉

)
be of the form f = Ind

G×L〈u〉
N InfN

N
E,

where

� N = NG×L〈u〉

(
∆(P, γ,R)

)
, for some R ≤ L and γ : R

∼=
→ P ≤ G,

� N = N/∆(P, γ,R),

� E is a projective kN -module.
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If there exists some v ∈ V such that f ⊗ v /∈ R, then there exists ϕ ∈
FT∆(L〈u〉, G) such that π(ϕ ◦ f) 6= 0. In particular, the Brauer quotient
(ϕ ◦ f)[∆(L, θ, L)] has to be non zero for some θ ∈ Aut(L), which forces R = L.

5.4. Moreover if f ∈ FT∆
(
G,L〈u〉

)
can be factorized through a group of order

strictly smaller than the order of L〈u〉, then f ⊗ v ∈ R for any v ∈ V . So if
there exists v ∈ V with f ⊗ v /∈ R, then in particular p2(N) = L〈u〉.

Remark 5.5: This condition p2(N) = L〈u〉 means that for any x ∈ L〈u〉, there
exists g ∈ NG(P ) such that gγ(l) = γ(xl) for all l ∈ L. Equivalently, there exists
s ∈ NG(P ) such that sγ(l) = γ(ul) for all l ∈ L: Suppose indeed that such an
element s exists. Any element x ∈ L is equal to l0u

α for some l0 ∈ L and α ∈ N.
Then

γ ◦ ix = γ ◦ il0 ◦ iuα = iγ(l0) ◦ γ ◦ (iu)
α = iγ(l0) ◦ (is)

α ◦ γ = iγ(l0)sα ◦ γ,

that is ig ◦ γ = γ ◦ ix, for g = γ(l0)s
α.

In other words, saying that p2(N) = L〈u〉 amounts to saying that (P, γ)
belongs to the set

P(G,L, u) :=
{
(P, γ) | γ : L

∼=
→ P ≤ G, ∃s ∈ NG(P ), is ◦ γ = γ ◦ iu

}
.

For ϕ ∈ Aut
(
L〈u〉

)
, we have that

NG×L〈u〉

(
∆(P, γϕ, L)

)
=

{
(a, b) | (a, ϕ(b)) ∈ NG×L〈u〉

(
∆(P, γ, L)

)}

= (1× ϕ−1)NG×L〈u〉

(
∆(P, γ, L)

)

so the set P(G,L, u) is a
(
G,Aut

(
L〈u〉

))
-biset by

∀g ∈ G, ∀ϕ ∈ Aut(L〈u〉), g · (P, γ) · ϕ = (gP , igγϕ),

5.6. Let T (G,L, u) denote the set of triples (P, γ,E), where (P, γ) ∈ P(G,L, u)
and E is an indecomposable projective kN

(
∆(P, γ, L)

)
/∆(P, γ, L)-module. The

set T (G,L, u) is also a
(
G,Aut

(
L〈u〉

))
-biset by

∀g ∈ G, ∀ϕ ∈ Aut(L〈u〉), g · (P, γ,E) · ϕ = (gP , igγϕ,
gEϕ)

where gEϕ is the kN
(
∆(gP , igγϕ, L)

)
/∆(gP , igγϕ, L)-module obtained from E

via the group isomorphism

(a, b)∆(gP , igγϕ, L) 7→
(
ag, ϕ(b)

)
∆(P, γ, L)

from kN
(
∆(gP , igγϕ, L)

)
/∆(gP , igγϕ, L) to kN

(
∆(P, γ, L)

)
/∆(P, γ, L).
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For (P, γ,E) ∈ T (G,L, u), set

T (P, γ,E) = Ind
G×L〈u〉
N InfN

N
E,

where N = NG×L〈u〉

(
∆(P, γ, L)

)
and N = N/∆(P, γ, L). Then T (P, γ,E) is a

diagonal p-permutation (kG, kL〈u〉)-bimodule, and we abuse notation writing
T (P, γ,E) ∈ FT∆(G,L〈u〉). We observe that for (g, ϕ) ∈ G × Aut(L〈u〉), we
have

T (gP , igγϕ,
gEϕ) ∼= T (P, γ,E)⊗L〈u〉 k

(
L〈u〉

)
ϕ
,

where k
(
L〈u〉

)
ϕ

is the bimodule k
(
L〈u〉

)
twisted by ϕ on the right, that is

x ·m · y (in k
(
L〈u〉

)
ϕ
) = xmϕ(y) (in k

(
L〈u〉

)
).

5.7. Now a lemma:

Lemma 5.8: Let J be a finite group, let K E J such that J/K is a cyclic
p′-group. Let E be an indecomposable projective kJ-module, let V be an inde-
composable summand of ResJKE, and H be the inertia group of V in J . Then V
extends to an indecomposable projective kH-module F , and there exists a group
homomorphism λ : H/K → k× such that

E ∼= IndJH(F ⊗k Inf
H
H/Kkλ).

Proof: Use Theorem 3.13.2 in [1], and Theorem 4.1 of [7].

5.9. Let (P, γ,E) ∈ T (G,L, u). Set NP,γ = NG×L〈u〉

(
∆(P, γ, L)

)
, and NP,γ =

NP,γ/∆(P, γ, L), so E is an indecomposable projective kNP,γ-module. There is
an exact sequence of groups

1 → CG(P ) → NP,γ → 〈u〉 → 1, (5.9.1)

so by the previous lemma, if V is an indecomposable summand of Res
NP,γ

CG(P )E,

and H its stabilizer in NP,γ , there exists an indecomposable projective kH-
module F such that

E ∼= Ind
NP,γ

H F.

From this follows that

T (P, γ,E) = Ind
G×L〈u〉
NP,γ

Inf
NP,γ

NP,γ
E

∼= Ind
G×L〈u〉
NP,γ

Inf
NP,γ

NP,γ
Ind

NP,γ

H F

∼= Ind
G×L〈u〉
NP,γ

Ind
NP,γ

Ĥ
InfĤHF

∼= Ind
G×L〈u〉

Ĥ
InfĤHF,

where Ĥ is the inverse image in NP,γ ofH ≤ NP,γ by the projection map NP,γ →

NP,γ . Now T (P, γ,E) factors through the second projection of Ĥ ≤ G× L〈u〉,
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so we can assume that this projection is the whole of L〈u〉, i.e. equivalently that
H = NP,γ . In other words, by Theorem 4.1 of [7] already quoted above, we can

assume that Res
NP,γ

CG(P )E is indecomposable. We denote by Pim♯(kNP,γ) the set

of isomorphism classes of such indecomposable projective kNP,γ-modules, and
by T ♯(G,L, u) the subset of T (G,L, u) consisting of triples (P, γ,E) such that
E ∈ Pim♯(kNP,γ).

5.10. It follows from the above remarks that SL〈u〉,V (G) is generated by the
images of the elements T (P, γ,E)⊗ v, where

� (P, γ) runs through a set [P(G,L, u)] of representatives of orbits of
(
G×

Aut(L〈u〉)
)
on P(G,L, u),

� E ∈ Pim♯(kNP,γ),

� v ∈ V .

In other words, we have a surjective map

⊕

(P,γ)∈[P(G,L,u)]

E∈Pim♯(kNP,γ)

T (P, γ,E)⊗ V −→ SL〈u〉,V (G)

sending T (P, γ,E) ⊗ v ∈ FT∆
(
G,L〈u〉

)
⊗ V to its image in SL〈u〉,V (G). The

kernel of this map is the set of sums

∑

(P,γ)∈[P(G,L,u)]

E∈Pim♯(kNP,γ)

T (P, γ,E)⊗ vP,γ,E

where vP,γ,E ∈ V , such that for any (Q, δ) in [P(G,L, u)] and any indecompos-
able projective kNQ,δ-module F , or equivalently for any F in Pim♯(kNQ,δ)

∑

(P,γ)∈[P(G,L,u)]

E∈Pim♯(kNP,γ)

π
(
T o(Q, δ, F )⊗kG T (P, γ,E)

)
· vP,γ,E = 0, (5.10.1)

where T o(Q, δ, F ) is the (kL〈u〉, kG)-bimodule “opposite” of the (kG, kL〈u〉)-
bimodule T (Q, δ, F ). In other words

T o(Q, δ, F ) = Ind
L〈u〉×G
No
Q,δ

Inf
No
Q,δ

N
o
Q,δ

F o

where

� No
Q,δ = NL〈u〉×G

(
∆(L, δ−1, Q)

)
,

� N
o
Q,δ = No

Q,δ/∆(L, δ−1, Q),
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� F o is the opposite module of F .

Now if π
(
T o(Q, δ, F ) ⊗kG T (P, γ,E)

)
6= 0, there exists an automorphism θ

of L〈u〉 such that

(
T o(Q, δ, F )⊗kG T (P, γ,E)

)
[∆(L, θ, L)] 6= 0.

Hence there exist V ≤ G, α : V
∼=
→ L, and β : L

∼=
→ V such that θ = αβ and

T o(Q, δ, F )[∆(L, α, V )] 6= 0 and T (P, γ,E)[∆(V, β, L)] 6= 0.

So ∆(Q, δ, L) is conjugate to ∆(V, α−1, L) in G × L〈u〉, and ∆(P, γ, L) is con-
jugate to ∆(V, β, L) in G × L〈u〉. By Remark 5.5, this amounts to saying that
there exist g, h ∈ G such that (V, α−1) = (gQ, igδ) and (V, β) = (hP, ihγ). Hence

P = V h = h−1gQ and θ = δ−1ig−1γ.
In other words, setting z = h−1g, we have P = zQ and γ = izδθ, that is

(P, γ) = z · (Q, δ) · θ. As (P, γ) and (Q, δ) are both in our set [P(G,L, u)] of
representatives of G × Aut(L〈u〉)-orbits on P(G,L, u), this forces P = Q and
γ = δ.

Now Equation 5.10.1 reduces to the fact that for every (Q, δ) in [P(G,L, u)]
and any F ∈ Pim♯(kNQ,δ)

∑

E∈Pim♯(kNQ,δ)

π
(
T o(Q, δ, F )⊗kG T (Q, δ,E)

)
· vQ,δ,E = 0. (5.10.2)

It follows that

SL〈u〉,V (G) ∼=
⊕

(Q,δ)∈[P(G,L,u)]

((
⊕

E∈Pim♯(kNQ,δ)
T (Q, δ,E)⊗ V

)
/RQ,δ

)
(5.10.3)

where the relations RQ,δ are given by (5.10.2) for every F ∈ Pim(kNQ,δ).
Now we set

GQ,δ = {g ∈ G | ∃x ∈ L〈u〉, (g, x) ∈ NG×L〈u〉

(
∆(Q, δ, L)

)
}.

With this notation, the
(
L〈u〉, L〈u〉

)
-bimodule M = T o(Q, δ, F )⊗kG T (Q, δ,E)

is isomorphic to

M ∼=
⊕

g∈GQ,δ\G/GQ,δ

Ind
L〈u〉×L〈u〉

No
Q,δ∗

(g,1)NQ,δ

(
Inf

No
Q,δ

N
o
Q,δ

F o ⊗
kCG(Q,gQ)

(g,1)Inf
NQ,δ

NQ,δ
E
)

=
⊕

g∈GQ,δ\G/GQ,δ

Ind
L〈u〉×L〈u〉
No
Q,δ∗NgQ,igδ

(
Inf

No
Q,δ

N
o
Q,δ

F o ⊗
kCG(Q,gQ)

Inf
NgQ,igδ

NgQ,igδ

(g,1)E
)
.

(5.10.4)

5.11. Now another lemma:
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Lemma 5.12: Let G,H,K be finite groups, let Z ≤ X ≤ G×H and T ≤ Y ≤
H ×K be subgroups. Set D = k2(X)∩ k1(Y ). Then X/Z ×

D
Y/T is a X ∗ Y -set,

and for (u, v)Z ∈ X/Z and (w, r)T ∈ Y/T , the stabilizer of (u, v)Z ×
D
(w, r)T in

X ∗ Y is equal to (u,v)Z ∗ (w,r)T .

Proof: This is straightforward.

5.13. Let Mg denote the term of the direct sum (5.10.4) indexed by g ∈ G, that
is

Mg = Ind
L〈u〉×L〈u〉
No
Q,δ∗NgQ,igδ

(
Inf

No
Q,δ

N
o
Q,δ

F o ⊗
kCG(Q,gQ)

Inf
NgQ,igδ

NgQ,igδ

(g,1)E
)
.

To apply the previous lemma, we set

X = No
Q,δ, Y = NgQ,igδ, Z = ∆o(Q, δ, L), T = ∆(gQ, igδ, L).

Then k2(X) = CG(Q) and k1(Y ) = CG(
gQ), thus D = CG(Q,

g Q). Moreover
Z E X and T E Y

Now since E is a direct summand of kNQ,δ, it follows that Inf
NgQ,igδ

NgQ,igδ

(g,1)E is

a direct summand of kY/T . Similarly Inf
No
Q,δ

N
o
Q,δ

F o is a direct summand of kX/Z.

Hence Inf
No
Q,δ

N
o
Q,δ

F o⊗kCG(Q,gQ) Inf
NgQ,igδ

NgQ,igδ

(g,1)E is a direct summand of

kX/Z ⊗kCG(Q,gQ) kY/T ∼= k(X/Z)×
D
(Y/T ).

By the previous lemma, for (u, v)Z ∈ X/Z and (w, r)T ∈ Y/T , the stabilizer of
(u, v)Z ×

D
(w, r)T in X ∗Y is equal to (u,v)Z ∗(w,r)T = Z ∗T . Hence the vertices of

the indecomposable direct summands of kX/Z ⊗kCG(Q,gQ) kY/T are subgroups
of Z ∗ T .

It follows that if π(Mg) 6= 0, then there exists θ ∈ Aut(L〈u〉) such that
∆(L, θ, L) is conjugate in L〈u〉 × L〈u〉 to a subgroup of Z ∗ T . Up to changing
θ by some inner automorphism of L〈u〉, we can assume that ∆(L, θ, L) ≤ Z ∗T .
But

Z ∗ T = ∆o(Q, δ, L) ∗∆(gQ, igδ, L)

=

{
(a, b) ∈ L〈u〉 × L〈u〉 | ∃c ∈ G,

{ (c, a) ∈ ∆(Q, δ, L)
(c, b) ∈ ∆(gQ, igδ, L)

}

=
{(
δ−1(c), δ−1(cg)

)
| c ∈ Q ∩ gQ

}
.

Then Z ∗ T contains ∆(L, θ, L) if and only if Q = qQ and θ(l) = δ−1(gδ(l)) for
any l ∈ L. In other words g ∈ NG(Q) and δ−1igδ is the restriction of θ to L.

For g ∈ NG(Q), we set ig
δ = δ−1igδ ∈ Aut(L) and

ĜQ,δ = {g ∈ NG(Q) | ∃θ ∈ Aut(L〈u〉), ig
δ = θ|L}.
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With this notation, we see that π(Mg) = 0 unless g ∈ ĜQ,δ.

We also observe that GQ,δ is a normal subgroup of ĜQ,δ, and we set

GQ,δ = ĜQ,δ/GQ,δ.

We observe moreover that for g ∈ ĜG,δ, there is a unique θ ∈ Aut(L〈u〉) such
that θ|L = ig

δ, up to inner automorphism, thanks to Lemma 3.1.

5.14. For g ∈ ĜQ,δ, we will denote by θg ∈ Out(L〈u〉) the unique outer auto-

morphism such that (θg)|L = ig
δ, and by θ̂g a representative of θg in Aut(L〈u〉).

The map g ∈ ĜQ,δ 7→ θg ∈ Out(L〈u〉) is a group homomorphism, with kernel

GQ,δ. In other words GQ,δ = ĜQ,δ/GQ,δ embeds in Out(L〈u〉).
Now let (a, b) ∈ NQ,δ, i.e. (a, b) ∈ G× L〈u〉, and aδ(l) = δ(bl) for all l ∈ L.

If g ∈ ĜQ,δ we claim that
(
ga, θ̂g(b)

)
also lies in NQ,δ. Indeed for l ∈ L, setting

l′ = θ̂−1
g (l), we have δ(l) = igδ(l

′), so

(ga)δ(l) = (ga)igδ(l) = gaδ(l′)a−1g−1

= gδ(bl′)g−1 = igδ(
bl′),

whereas

δ(θ̂g(b)l) = δ
(
θ̂g(b)θ̂g(l

′)
)

= δ
(
θ̂g(

bl′)
)

= δδ−1igδ(
bl′) = igδ(

bl′),

proving the claim.
In other words, the map Φg : (a, b) 7→

(
ga, θ̂g(b)

)
is an automorphism of

NQ,δ. Moreover, it sends ∆(Q, δ, L) to itself. Indeed, for l ∈ L, we have

(
gδ(l), θ̂g(l)

)
=

(
igδ(l), δ

−1igδ(l)
)
=

(
δ
(
θg(l)

)
, θg(l)

)
.

It follows that Φg induces an automorphism Φ̄g of NQ,δ. But there is a little

more: Let N
♭
Q,δ denote the quotient NQ,δ/Z(Q). Then by the above lemma,

for g, h ∈ ĜQ,δ, the composition ΦgΦh is equal to Φgh modulo an inner au-
tomorphism induced by an element of Z(L). It follows that Φg induces an

automorphism Φ♭g of N
♭
Q,δ, and that Φ♭gΦ

♭
h = Φ♭gh. In other words ĜQ,δ acts on

N
♭
Q,δ.

5.15. Assuming now that g ∈ ĜQ,δ, we have

Mg = Ind
L〈u〉×L〈u〉
No
Q,δ∗NQ,igδ

(
Inf

No
Q,δ

N
o
Q,δ

F o ⊗
kCG(Q)

Inf
NQ,igδ

NQ,igδ

(g,1)E
)
.
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Moreover

No
Q,δ ∗NQ,igδ = {(a, b) ∈ L〈u〉 × L〈u〉 | ∃c ∈ G, (c, a) ∈ NQ,δ, (c, b) ∈ NQ,igδ}

=

{
(a, b) ∈ L〈u〉 × L〈u〉 | ∃c ∈ G, ∀l ∈ L,

{ cδ(l) = δ(al)
cgδ(l) = gδ(bl)

}

≤ {(a, b)) ∈ L〈u〉 × L〈u〉 | ∀l ∈ L, a
(
ig
δ(l)

)
= ig

δ(bl)}.

The last group is the normalizer of ∆(L, ig
δ, L) in L〈u〉 × L〈u〉. Conversely,

if (a, b) ∈ NL〈u〉×L〈u〉(∆(L, ig
δ, L)), since (Q, δ) ∈ P(G,L, u), there exists c ∈

NG(Q) such that (c, a) ∈ NQ,δ. In other words, we have

∀l ∈ L, a
(
ig
δ(l)

)
= ig

δ(bl) and cδ(l) = δ(al).

It follows that

∀l ∈ L, igδ(
bl) = δ

(a
ig
δ(l)

)
= cδig

δ(l) = cigδ(l),

that is (c, b) ∈ NQ,igδ. Thus (a, b) ∈ No
Q,δ ∗NQ,igδ, and this gives

No
Q,δ ∗NQ,igδ = NL〈u〉×L〈u〉

(
∆(L, ig

δ, L)
)
.

To simplify the notation, we denote this group by NL,u(ig
δ).

We also observe that ∆(L, ig
δ, L) = ∆o(Q, δ, L) ∗ ∆(Q, igδ, L). We denote

this group by ∆L,u(ig
δ), and we set

NL,u(ig
δ) = NL,u(ig

δ)/∆L,u(ig
δ).

Since (L, u) is a D∆-pair, this group fits into a short exact sequence of groups

1 → Z(L) → NL,u(ig
δ) → 〈u〉 → 1. (5.15.1)

This sequence splits by the map sending v ∈ 〈u〉 to
(
θ̂g(v), v

)
∈ NL,u(ig

δ).

5.16. From the above discussion follows that

π(M) =
∑

g∈GQ,δ

π

(
Ind

L〈u〉×L〈u〉

NL,u(ig
δ)

(
Inf

No
Q,δ

N
o
Q,δ

F o ⊗
kCG(Q)

Inf
NQ,igδ

NQ,igδ

(g,1)E
))

.

The subgroup ∆L,u(ig
δ) of NL,u(ig

δ) acts trivially on the module

T (F, g, E) = Inf
No
Q,δ

N
o
Q,δ

F o ⊗
kCG(Q)

Inf
NQ,igδ

NQ,igδ

(g,1)E,

so T (F, g, E) is inflated from a kNL,u(ig
δ)-module

T (F, g, E) = Inf
NL,u(ig

δ)

NL,u(ig
δ)
T (F, g, E),
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where T (F, g, E) = F o ⊗
kCG(Q)

(g,1)E.

The discussion in Section 5.13 above shows that the vertices of the inde-
composable summands of T (F, g, E) are equal to ∆L,u(ig

δ). In other words
T (F, g, E) is a projective NL,u(ig

δ)-module. In view of the split exact se-
quence (5.15.1), we have that NL,u(ig

δ) ∼= Z(L)⋊ 〈u〉, and

T (F, g, E) ∼=
⊕

λ∈〈u〉♮

mλ(F, g, E)Ind
Z(L)⋊〈u〉
〈u〉 kλ,

for some multiplicities mλ(F, g, E) ∈ N, where 〈u〉♮ is the set of group homo-
morphisms λ : 〈u〉 → k×. It is easy to check that

mλ(F, g, E) = dimk HomZ(L)⋊〈u〉

(
Inf

Z(L)⋊〈u〉
〈u〉 kλ, T (F, g, E)

)

= dimk Hom〈u〉

(
kλ,

(
T (F, g, E)

)Z(L))
. (5.16.1)

Now the image of the module Ind
L〈u〉×L〈u〉

NL,u(ig
δ)

Inf
NL,u(ig

δ)

NL,u(ig
δ)
Ind

Z(L)⋊〈u〉
〈u〉 kλ in the es-

sential algebra EF(L〈u〉) is equal to kGθ̂g ,λ−1 , where θg ∈ Out(L〈u〉) and θ̂g ∈

Aut(L〈u〉) are defined in Section 5.147. So our relations RQ,δ of (5.10.3) become

∀F ∈ Pim(kNQ,δ),
∑

g∈GQ,δ
λ∈〈u〉♮

E∈Pim♯(kNQ,δ)

mλ(F, g, E) kGθg ,λ · vE = 0. (5.16.2)

5.17. In order to understand these relations, we are going to change them a little
bit, by replacing F by its dual and the tensor product − ⊗kCG(Q) − appearing
in T (F, g, E) by HomkCG(Q)(−,−), in other words, by setting now

T (F, g, E) = HomkCG(Q)(F,
(g,1)E). (5.17.1)

In particular, the action of NL,u(ig
δ) on T (F, g, E) is given as follows: for

(a, b) ∈ NL,u(ig
δ), choose s ∈ G such that (s, a) ∈ NQ,δ. Then (sg, b) ∈ NQ,δ,

and for ϕ ∈ HomkCG(Q)(F,
(g,1)E), we have

∀f ∈ F,
(
(a, b)ϕ

)
(f) = (sg, b)ϕ

(
(s, a)−1f

)
. (5.17.2)

The action of Z(L) on T (F, g, E) is simply given by multiplication

∀z ∈ Z(L), ∀ϕ ∈ HomkCG(Q)(F,
(g,1)E), ∀f ∈ F, (zϕ)(f) = δ(z)g · ϕ(f),

7Note that for g ∈ ĜQ,δ, the outer automorphism θg only depends on gGQ,δ ∈ GQ,δ.
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where δ(z) ∈ Z(Q). It follows that

T (F, g, E)Z(L) = HomkCG(Q)

(
F, (g,1)E

Z(Q))

∼= HomkCG(Q)/Z(Q)

(
FZ(Q), (g,1)E

Z(Q))
,

where the last isomorphism comes from the fact that since F is projective, the
module of co-invariants FZ(Q) is isomorphic to the module of invariants FZ(Q).

Now in view of (5.16.1), we have to describe the action of u, that is the
element

(
θ̂g(u), u

)
of NL,u(ig

δ), on T (F, g, E). For this, we use (5.17.2), and we

choose s ∈ G such that
(
s, θ̂g(u)

)
∈ NQ,δ. Now for ϕ ∈ HomCG(Q)(F,

(g,1)E), we
have

∀f ∈ F, (uϕ)(f) = (sg, u)ϕ
(
(s, θ̂g(u))

−1f
)
.

For each λ ∈ 〈u〉♮, an element of Hom〈u〉

(
kλ,HomkCG(Q)

(
FZ(Q), (g,1)E

Z(Q)))
is

now determined by an element ϕ ∈ HomkCG(Q)(F,
(g,1)E) such that

∀f ∈ F, λ(u)ϕ(f) = (sg, u)ϕ
((
s, θ̂g(u)

)−1
f
)
.

In other words

∀f ∈ F, ϕ
((
s, θ̂g(u)

)
f
)
= λ(u)−1(sg, u)ϕ(f).

Since (sg, u) = Φ−1
g

(
(s, θ̂g(u)

)
, we get that

∀f ∈ F, ϕ
((
s, θ̂g(u)

)
f
)
= λ(u)−1Φ−1

g

(
(s, θ̂g(u)

)
ϕ(f).

Now let c ∈ CG(Q). Then (c, 1) ∈ NQ,δ, and

∀f ∈ F, ϕ
(
(c, 1)f

)
= (cg, 1)ϕ(f) = λ(1)−1Φ−1

g

(
(c, 1)

)
ϕ(f).

Let (a, b) denote the image in NQ,δ of (a, b) ∈ NQ,δ. Now the element
(
s, θ̂g(u)

)
,

together with the elements (c, 1), for c ∈ CG(Q), generate the whole of NQ,δ. It

follows that for any (a, b) ∈ NQ,δ

ϕ
(
(a, b)f

)
= λ

(
θ̂−1
g (b)

)−1
Φ̄−1
g

(
(a, b)

)
ϕ(f).

In other words ϕ is a morphism of kNQ,δ-modules from F to the module [g,λ]E,

equal to E as a k-vector space, but with action of (a, b) ∈ NQ,δ given by

∀e ∈ E, (a, b) · e (in [g,λ]E) := λ
(
θ̂−1
g (b)

)−1
Φ̄−1
g

(
(a, b)

)
· e (in E). (5.17.3)

It follows that

mλ(F, g, E) = dimk HomN
♭
Q,δ

(
FZ(Q), [g,λ]E

Z(Q))
,
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so our relations (5.16.2) become

∀F ∈ Pim(kNQ,δ),
∑

g∈GQ,δ
λ∈〈u〉♮

E∈Pim♯(kNQ,δ)

dimk HomN
♭
Q,δ

(
FZ(Q), [g,λ]E

Z(Q))
kGθg ,λ · vE = 0.

(5.17.4)

Remark 5.18: It should be noted that in (5.17.3), the coefficient λ
(
θ̂−1
g (b)

)−1

does not depend on the choice of θ̂g ∈ Aut(L〈u〉) in the class θg ∈ Out(L〈u〉),
as two different choices differ by an inner automorphism, so the correspond-
ing values θ̂g(b) are conjugate. Hence we could write λ

(
θ−1
g (b)

)−1
instead of

λ
(
θ̂−1
g (b)

)−1
.

5.19. Suppose now that g, h ∈ ĜQ,δ, and λ, µ ∈ 〈u〉♮. If E is a projective

kNQ,δ-module, we claim that the kNQ,δ-modules [h,µ]
(
[g,λ]E

)
and [hg,(µ◦θ̂g)·λ]E

are isomorphic. Indeed, there exists an element w ∈ Z(L) such that θ̂hg =

θ̂hθ̂giw. Now (1, w) ∈ NQ,δ, and we can define f : E → E by f(e) = (1, w−1) · e.
Then f is clearly an automorphism of the k-vector space E.

Claim: The map f is an isomorphism of kNQ,δ-modules from [h,µ]
(
[g,λ]E

)
to

[hg,(µ◦θ̂g)·λ]E.

Proof: Indeed, for e ∈ E, let [g,λ]e denote the element e of [g,λ]E. Then for
(a, b) ∈ NQ,δ

(a, b) · [h,µ]
(
[g,λ]e

)
= µ

(
θ̂−1
h (b)

)
Φ̄−1
h

(
(a, b)

)
· [g,λ]e

= µ
(
θ̂−1
h (b)

)
(ah, θ̂−1

h (b)) · [g,λ]e

= µ
(
θ̂−1
h (b)

)
λ
(
θ̂−1
g θ̂−1

h (b)
)(
ahg, θ̂−1

g θ̂−1
h (b)

)
· e.

It follows that

f
(
(a, b)·[h,µ]

(
[g,λ]e

))
= µ

(
θ̂−1
h (b)

)
λ
(
θ̂−1
g θ̂−1

h (b)
)(
ahg, w−1θ̂−1

g θ̂−1
h (b)

)
·e. (5.19.1)

On the other hand

(a, b) · [hg,(µ◦θ̂g)·λ]f(e) =
(
(µ ◦ θ̂g) · λ

)(
θ̂−1
hg (b)

)(
ahg, θ̂−1

hg (b)
)
· f(e)

= µ
(
θ̂g θ̂

−1
hg (b)

)
λ
(
θ̂−1
hg (b)

)(
ahg, θ̂−1

hg (b)w
−1

)
· e (5.19.2)

Since θ̂hg = θ̂hθ̂giw, we have i−1
w θ̂−1

g θ̂−1
h = θ̂−1

hg , so θ̂
−1
hg (b)w

−1 = w−1θ̂−1
g θ̂−1

h (b).
Moreover

λ
(
θ̂−1
hg (b)

)
= λ

(
w−1θ̂−1

g θ̂−1
h (b)w

)
= λ

(
θ̂−1
g θ̂−1

h (b)
)
,
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and

µ
(
θ̂g θ̂

−1
hg (b)

)
= µ

(
θ̂g
(
w−1θ̂−1

g θ̂−1
h (b)w

))

= µ
(
θ̂g
(
w−1)θ̂−1

h (b)θg(w)
)
= µ

(
θ̂−1
h (b)

)
.

Now it follows from (5.19.1) and (5.19.2) that

f
(
(a, b) · [h,µ]

(
[g,λ]e

))
= (a, b) · [hg,(µ◦θ̂g)·λ]f(e),

proving the claim.

In addition to the above claim, we observe that if g ∈ ĜQ,δ is actually in
GQ,δ, then the kNQ,δ-modules E and [g,1]E are isomorphic: Indeed, saying that

g ∈ GQ,δ amounts to saying that θ̂g is an inner automorphism ix of L〈u〉, for
some x ∈ L〈u〉 with (g, x) ∈ NQ,δ. Then (5.17.3) becomes

∀e ∈ E, (a, b) · e (in [g,1]E) = Φ̄−1
g

(
(a, b)

)
· e (in E)

= (ag, bx) · e.

Then the map e ∈ E 7→ (g−1, x−1) · e ∈ [g,1]E is an isomorphism of kNQ,δ-
modules.

We can now introduce the semidirect product

GQ,δ ⋉ 〈u〉♮ :=
(
ĜQ,δ/GQ,δ

)
⋉ 〈u〉♮.

As a set GQ,δ ⋉ 〈u〉♮ is the cartesian product GQ,δ × 〈u〉♮. For g ∈ GQ,δ and

λ ∈ 〈u〉♮, let [g, λ] denote the pair (gGQ,δ, λ) in GQ,δ ⋉ 〈u〉♮. The product in

GQ,δ ⋉ 〈u〉♮ is given as follows: For g, h ∈ GQ,δ and λ, µ ∈ 〈u〉♮, we have

[h, µ][g, λ] = [hg, (µ ◦ θg) · λ].

The above discussion now shows that there is an action of GQ,δ ⋉ 〈u〉♮ on the

group Proj(kNQ,δ). The group GQ,δ ⋉ 〈u〉♮ also acts on the set Pim♯(kNQ,δ)
introduced at Section 5.9: Indeed the restriction of [g,λ]E to CG(Q) is isomorphic
to the restriction of [g,1]E, and ĜQ,δ permutes the indecomposable kCG(Q)-
modules.

5.20. Yet another (well known) lemma8:

Lemma 5.21: Let H be a finite group, and R be a normal p-subgroup of H.

1. The assignment E 7→ ER induces a bijection between the set of isomor-
phism classes of indecomposable projective kH-modules and the set of iso-
morphism classes of indecomposable projective k(H/R)-modules.

8We will not use Assertion 2 of this lemma here, but we state it for completeness.
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2. Moreover if R is central in H, then for any projective kH-modules E and F

dimk HomkH(E,F ) = |R| dimk(H/R)(E
R, FR).

Proof: 1. Let E be a projective kH-module, and M be any k(H/R)-module.
Then

HomkH(E, Inf
H
H/RM) ∼= Homk(H/R)(ER,M) ∼= Homk(H/R)(E

R,M)

as ER ∼= ER if E is projective. Now the functor M 7→ HomkH(E, Inf
H
H/RM)

is exact, since inflation is exact, so ER is a projective k(H/R)-module. More-
over, the simple kH-modules are inflated from H/R, and the previous isomor-
phism shows that if E is indecomposable, then ER has a unique simple k(H/R)-
quotient, thus it is indecomposable.

2. If now R is central in H, then R acts on HomkH(E,F ) by left multiplication,
that is (rϕ)(e) = r · ϕ(e) for r ∈ R, e ∈ E, and ϕ ∈ HomkH(E,F ). Moreover,
this action is free, since if E = F = kH, then HomkH(E,F ) ∼= kH is free as a
kR-module. Thus

dimk HomkH(E,F ) = |R| dimk

(
HomkH(E,F )

)R
= |R| dimk HomkH(E,F

R)

= |R| dimk Homk(H/R)(ER, F
R)

= |R| dimk Homk(H/R)(E
R, FR),

as was to be shown.

5.22. Let FRk(N
♭
Q,δ) = F⊗ZRk(N

♭
Q,δ) denote the Grothendieck group of finite

dimensional kN
♭
Q,δ-modules, extended by F. For a projective kN

♭
Q,δ-module X,

let [X] denote its image in FRk(N
♭
Q,δ). The group GQ,δ ⋉ 〈u〉♮ also acts on

Rk(N
♭
Q,δ), by permutation of its base consisting of the isomorphism classes of

simple modules.
We denote by ΓQ,δ the image of the linear map

γL,uQ,δ : FProj
♯(kNQ,δ) → FRk(N

♭
Q,δ)

induced by E 7→ [EZ(Q)]. The map γL,uQ,δ is a map of F(GQ,δ ⋉ 〈u〉♮)-modules, so

its image ΓQ,δ is also a F(GQ,δ ⋉ 〈u〉♮)-module.

The EF(L〈u〉)-module V is also a F(GQ,δ⋉ 〈u〉♮)-module, thanks to the (sur-

jective) homomorphism of algebras sending [g, λ] ∈ F(GQ,δ ⋉ 〈u〉♮) to the image
of kGθg ,λ in EF(L〈u〉). Tensoring with V gives a surjective map

γL,uQ,δ ⊗ IdV : FProj♯(kNQ,δ)⊗F V → ΓQ,δ ⊗F V,
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of F(GQ,δ⋉ 〈u〉♮)-modules, where the action of GQ,δ⋉ 〈u〉♮ on both tensor prod-
ucts is diagonal.

Now rephrasing (5.10.3), we get a surjective map

σ =
⊕

σQ,δ :
⊕

(Q,δ)∈[P(G,l,u)]

FProj♯(kNQ,δ)⊗F V → SL〈u〉,V (G),

where σQ,δ sends E ⊗ v ∈ FProj♯(kNQ,δ)⊗k V to the image of T (Q, δ,E)⊗ v in
SL〈u〉,V (G).

The kernel of this map is the direct sum for (Q, δ) ∈ [P(G,L, u)] of the
kernels of its components σQ,δ. By (5.17.4), the sum

∑
E∈Pim♯(kNQ,δ)

E ⊗ vE is in

the kernel of σQ,δ if and only if

∀F ∈ Pim(kNQ,δ),
∑

[g,λ]∈GQ,δ⋉〈u〉♮

E∈Pim♯(kNQ,δ)

dimk HomN
♭
Q,δ

(
FZ(Q), [g,λ]E

Z(Q))
[g, λ] · vE = 0.

(5.22.1)

Now Rk(N
♭
Q,δ) has a basis consisting of the [XF ] for F ∈ Pim(kNQ,δ), where

XF is the unique simple quotient of the kN
♭
Q,δ-module FZ(Q). So (5.22.1) is

equivalent to

∑

F∈Pim(kNQ,δ)

[XF ]⊗
∑

[g,λ]∈GQ,δ⋉〈u〉♮

E∈Pim♯(kNQ,δ)

dimk HomN
♭
Q,δ

(
FZ(Q), [g,λ]E

Z(Q))
[g, λ] · vE = 0

in FRk(NQ,δ)⊗ V . This in turn is equivalent to

∑

F∈Pim(kNQ,δ)

∑

[g,λ]∈GQ,δ⋉〈u〉♮

E∈Pim♯(kNQ,δ)

dimk HomN
♭
Q,δ

(
FZ(Q), [g,λ]E

Z(Q))
[XF ]⊗ [g, λ] ·vE = 0.

Now for any [g, λ] ∈ GQ,δ ⋉ 〈u〉♮ and any E ∈ Pim♯(kNQ,δ)

∑

F∈Pim(kNQ,δ)

dimk HomN
♭
Q,δ

(
FZ(Q), [g,λ]E

Z(Q)
)[XF ] = [[g,λ]E

Z(Q)
] = [g,λ]γ

L,u

Q,δ(E).

It follows that
∑

E∈Pim♯(kNQ,δ)

E ⊗ vE is in the kernel of σQ,δ if and only if

∑

E∈Pim♯(kNQ,δ)

∑

[g,λ]∈GQ,δ⋉〈u〉♮

[g,λ]γ
L,u

Q,δ(E)⊗ [g, λ] · vE = 0

in FRk(NQ,δ)⊗ V . In other words σQ,δ has the same kernel as the map
∑

E∈Pim♯(kNQ,δ)

E ⊗ vE 7→
∑

[g,λ]∈GQ,δ⋉〈u〉♮

[g, λ]
(
γL,uQ,δ ⊗ Id

)( ∑

E∈Pim♯(kNQ,δ)

E ⊗ vE
)
.

36



It follows that the image of σQ,δ is isomorphic to the image of the previous map,
that is

Im(σQ,δ) ∼= Tr
GQ,δ⋉〈u〉♮

1

(
ΓQ,δ ⊗F V

)
.

We finally get:

Theorem 5.23: There is an isomorphism of k-vector spaces

SL〈u〉,V (G) ∼=
⊕

(Q,δ)∈[P(G,L,u)]

Tr
GQ,δ⋉〈u〉♮

1

(
ΓQ,δ ⊗F V

)
.

5.24. The simple diagonal p-permutation functors. Now we use Theo-
rem 5.23 to describe the simple functors. We assume that F is algebraically
closed, of characteristic 0 or p. Recall that we have an isomorphism of algebras

EF
(
L〈u〉

)
∼= Out

(
L〈u〉

)
⋉ FRk(〈u〉).

In order to describe the simple EF(L〈u〉)-modules, we set A = FRk(〈u〉) and
Ω = Out(L〈u〉), and we use the results of [12], in our specific situation, as
in Section 4.2 of [10]. First, the simple A-modules are one dimensional, of the
form Fx, where x is a generator of 〈u〉: For such a generator x, we get an algebra
homomorphism ex : A = FRk(〈u〉) → F defined by

∀λ ∈ 〈u〉♮, ex(λ) = λ̃(x),

where λ̃ : 〈u〉 → F
× lifts λ. This makes sense because if λ is induced from a

proper subgroup of 〈u〉, then λ̃(x) = 0, as x cannot be contained in a proper
subgroup of 〈u〉. So ex extends to an algebra homomorphism A = FRk(〈u〉) → F,
which in turn yields a one dimensional A-module Fx. We get all the simple A-
modules in this way.

We also abusively denote by λ̃ the composition L〈u〉 −→ 〈u〉
λ̃

−→ F
×.

Now the stabilizer Ωx of Fx in Ω = Out(L〈u〉) is the set of classes of γ ∈
Aut(L〈u〉) such that γ(x) = x. This does not depend on the generator x of 〈u〉,
and it is equal to Out(L, u). We note that Ωx acts trivially on A, since it acts
trivially on 〈u〉, so Ωx ⋉A = Ωx ×A.

So any simple EF
(
L〈u〉

)
-module V is of the form

V = IndΩ⋉A
Ωx×A

(W ⊗ Fx),

for some generator x of 〈u〉 and some simple FΩx-module W . The action of
Ωx ×A on W ⊗ Fx is given by

∀γ ∈ Ωx, ∀a ∈ A, ∀w ∈W, (γ, a) · (w ⊗ 1) = ex(a)
(
(γ · w)⊗ 1

)
.
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Moreover, the isomorphism type of the simple EF(L〈u〉)-module V is determined
by the isomorphism type of the simple FOut(L, u)-module W , and the choice of
the generator x of 〈u〉, up to the action of Ω, i.e. up to the action of the subgroup
Aut(L〈u〉)♯ of Aut(L〈u〉) consisting of automorphisms which stabilize 〈u〉.

Then (L, x) is a D∆-pair, such that Out(L, u) = Out(L, x), and choosing x
up to the action of Aut(L〈u〉)♯ amounts to choosing (L, x) in a set of D∆-pairs
such that L〈x〉 = L〈u〉, up to isomorphism of D∆-pairs. So up to changing
(L, u) to (L, x), we can parametrize the simple functor SL〈u〉,V by the triple
(L, x,W ) instead, that is, we can suppose x = u in the previous calculations,
and set SL,u,W = SL〈u〉,V , where

V = Ind
Out(L〈u〉)⋉FRk(〈u〉)

Out(L,u)×FRk(〈u〉)
(W ⊗ Fu).

By Theorem 5.23, we have that

SL,u,W (G) ∼=
⊕

(Q,δ)∈[P(G,L,u)]

Tr
GQ,δ⋉〈u〉♮

1
(ΓQ,δ ⊗F V ),

so we must describe the action of GQ,δ ⋉ 〈u〉♮ on V . We recall from 5.14 that
the group homomorphism

g ∈ ĜQ,δ → θg ∈ Out(L〈u〉)

induces an embedding GQ,δ →֒ Out(L〈u〉), and we identify GQ,δ with its image
via this embedding.

Now the semidirect product Out(L〈u〉)⋉〈u〉♮ embeds in Out(L〈u〉)⋉FRk(〈u〉)
via [θ, λ] 7→ θ ⋉ λ, for θ ∈ Out(L〈u〉) and λ ∈ 〈u〉♮. In particular, it acts on V .
We observe moreover that there is an isomorphism of F-vector spaces

V ∼=
⊕

ψ∈Out(L〈u〉)/Out(L,u)

(ψ ⊗W ). (*)

With this decomposition, for θ ∈ Aut(L〈u〉), λ ∈ 〈u〉♮, ψ ∈ Out(L〈u〉)/Out(L, u),
and w ∈W , we have

[θ, λ] · (ψ ⊗ w) = (θ ⋉ λ)(ψ ⋉ 1) · (Id⊗ w)

=
(
(θ ◦ ψ)⋉ (λ ◦ ψ)

)
· (Id⊗ w)

=
(
(θ ◦ ψ)⋉ 1

)(
Id⋉ (λ ◦ ψ)

)
· (Id⊗ w)

= λ̃
(
ψ(u)

)(
(θ ◦ ψ)⋉ 1

)
· (Id⊗ w)

= λ̃
(
ψ(u)

)
(θ ⋉ 1)(ψ ⋉ 1)(Id⊗ w)

= λ̃
(
ψ(u)

)
(θ ⋉ 1) · (ψ ⊗ w)

= λ̃
(
ψ(u)

)
θ·(ψ ⊗ w),
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where ψ ⊗ w 7→ θ·(ψ ⊗ w) denotes the action of θ on ψ ⊗ w ∈ Ind
Out(L〈u〉)
Out(L,u) W .

So the group H := Out(L〈u〉) ⋉ 〈u〉♮ permutes the components ψ ⊗W of
the direct sum (∗), and it permutes them transitively. The stabilizer of the
component Id⊗W is equal to H1 := Out(L, u)⋉〈u〉♮, and H1 = Out(L, u)×〈u〉♮

as Out(L, u) acts trivially on 〈u〉♮. The group H1 acts on Id⊗W by

∀(θ, λ) ∈ H1, (θ, λ)·(Id⊗ w) = λ̃(u)(Id⊗ θ·w).

It follows that there is an isomorphism of FH-modules

V ∼= IndHH1
W,

where the action of (θ, λ) ∈ H1 on W is given by

(θ, λ) · w = λ̃(u) θ·w.

Now we consider the restriction of V to KQ,δ := GQ,δ⋉〈u〉♮, and use the Mackey
formula. The map

ψ ∈ Out(L〈u〉) 7→ KQ,δ(ψ ⋉ 1)H1

induces a bijection from GQ,δ\Out(L〈u〉)/Out(L, u) to KQ,δ\H/H1. This gives

ResHKQ,δ V
∼=

⊕

ψ∈[GQ,δ\Out(L〈u〉)/Out(L,u)]

Ind
KQ,δ
Oψ

(ψ⋉1)ResH1

ψO
W, (*)

where

ψO = KQ,δ
ψ⋉1 ∩H1

Oψ = KQ,δ ∩
ψ⋉1H1 =

ψ⋉1(ψO).

Now KQ,δ
ψ⋉1 = (GQ,δ)

ψ
⋉ 〈u〉♮. Moreover

(GQ,δ)
ψ =

{
θψ | θ ∈ Out(L〈u〉), ∃g ∈ NG(Q), θ|L = (ig)

δ
}

=
{
θ ∈ Out(L〈u〉) | ∃g ∈ NG(Q), (ψθ)|L = (ig)

δ
}

=
{
θ ∈ Out(L〈u〉) | ∃g ∈ NG(Q), θ|L = (ig)

δψ
}

= GQ,δψ.

Hence

ψO =
(
Gδψ ⋉ 〈u〉♮

)
∩
(
Out(L, u)× 〈u〉♮

)
= GQ,δψ,u × 〈u〉♮,

where we have set

GQ,δψ,u =
{
θ ∈ Out(L, u) | ∃g ∈ NG(Q), θ|L = (ig)

δψ
}
.
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From (*), and omitting the appropriate restriction symbols before ΓQ,δ, we now
get

Tr
KQ,δ
1

(
ΓQ,δ ⊗ ResHKQ,δV

)
∼=

⊕

ψ∈[GQ,δ\Out(L〈u〉)/Out(L,u)]

Tr
ψ⋉1(ψO)
1

(
ΓQ,δ ⊗

(ψ⋉1)ResH1

ψO
W

)

∼=
⊕

ψ∈[GQ,δ\Out(L〈u〉)/Out(L,u)]

Trψ
O

1

(
(ΓQ,δ)

ψ⋉1 ⊗ ResH1

ψO
W

)

∼=
⊕

ψ∈[GQ,δ\Out(L〈u〉)/Out(L,u)]

Trψ
O

1

(
ΓQ,δψ ⊗ ResH1

ψO
W

)
.

This finally gives

SL,u,W (G) ∼=
⊕

(Q,δ)∈[G\P(G,L,u)/Out(L〈u〉)]

ψ∈[GQ,δ\Out(L〈u〉)/Out(L,u)]

Tr
GQ,δψ,u×〈u〉♮

1

(
ΓQ,δψ ⊗ Res

Out(L,u)×〈u〉♮

GQ,δψ,u×〈u〉♮
W

)

∼=
⊕

(Q,δ)∈[G\P(G,L,u)/Out(L,u)]

Tr
GQ,δ,u×〈u〉♮

1

(
ΓQ,δ ⊗ Res

Out(L,u)×〈u〉♮

GQ,δ,u×〈u〉♮
W

)

=
⊕

(Q,δ)∈[G\P(G,L,u)/Out(L,u)]

Tr
GQ,δ,u×〈u〉♮

1

(
ΓQ,δ ⊗W

)
,

where we have omitted the restriction symbol Res
Out(L,u)×〈u〉♮

GQ,δ,u×〈u〉♮
in the last line.

Moreover Tr
GQ,δ,u×〈u〉♮

1
= Tr

GQ,δ
1

◦Tr
〈u〉♮

1
, so we first compute Tr

〈u〉♮

1
(ΓQ,δ⊗W ).

Let γ ∈ ΓQ,δ and w ∈W . Then

Tr
〈u〉♮

1
(γ ⊗ w) =

∑

λ∈〈u〉♮

[1, λ] · (γ ⊗ w)

=
∑

λ∈〈u〉♮

([1, λ] · γ)⊗ ([1, λ] · w)

=
( ∑

λ∈〈u〉♮

λ̃(u)[1, λ] · γ
)
⊗ w. (**)

Let
ΞQ,δ :=

{
m ∈ ΓQ,δ | ∀λ ∈ 〈u〉♮, [1, λ] ·m = λ̃(u)−1m

}
.

Then one checks easily that the map

γ ∈ ΓQ,δ 7→
1

|u|

∑

λ∈〈u〉♮

λ̃(u)[1, λ] · γ
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is an idempotent endomorphism of ΓQ,δ, with image ΞQ,δ. It follows from (**)
that

Tr
〈u〉♮

1
(ΓQ,δ ⊗W ) = ΞQ,δ ⊗W.

Hence

SL,u,W (G) ∼=
⊕

(Q,δ)∈[G\P(G,L,u)/Out(L,u)]

Tr
GQ,δ
1

(ΞQ,δ ⊗F W ).

Now the space ΞQ,δ is the image by the map γL,uQ,δ of the corresponding subspace

FProj♯(kNQ,δ)
0 = {n ∈ FProj♯(kNQ,δ) | ∀λ ∈ 〈u〉♮, nλ = λ̃(u)−1n}

of FProj♯(kNQ,δ). This space has a basis consisting of the sums
∑

λ∈〈u〉♮
λ(u)Eλ,

where E runs through a set Σ of representatives of orbits of Pim♯(kNQ,δ) un-
der the action of 〈u〉♮. Since Pim♯(kNQ,δ) is a (GQ,δ,u, 〈u〉

♮)-biset, this set of
representatives can moreover be chosen invariant by the action of GQ,δ,u.

Now the restriction map Res
NQ,δ

CG(Q) induces a bijection from Σ to the set

Pim
(
kCG(Q), u

)
of isomorphism classes of u-invariant indecomposable projec-

tive kCG(Q)-modules, and this bijection is GQ,δ,u-equivariant. Moreover, tak-
ing fixed points by Z(Q) gives a bijection from Pim

(
kCG(Q), u

)
to the set

Pim
(
kCG(Q)/Z(Q), u

)
of isomorphism classes of u-invariant indecomposable

projective kCG(Q)/Z(Q)-modules.
Finally, we have proved the following:

Theorem 5.25: Let F be a field of characteristic 0 or p.

1. The simple diagonal p-permutation functors over F are parametrized by
triples (L, u,W ), where (L, u) is a D∆-pair and W is a simple FOut(L, u)-
module.

2. The evaluation at a finite group G of the simple functor SL,u,W parame-
trized by the triple (L, u,W ) is

SL,u,W (G) ∼=
⊕

(Q,δ)∈[G\P(G,L,u)/Out(L,u)]

Tr
GQ,δ,u
1

(
FCart

(
kCG(Q)/Z(Q), u

)
⊗FW

)
,

where FCart
(
kCG(Q)/Z(Q), u

)
is the image of the map

FPim
(
kCG(Q)/Z(Q), u

)
→ FRk

(
CG(Q)/Z(Q)

)

induced by the Cartan map.

6 Examples

6.1. The functor S1,1,F. We apply Theorem 5.25 to the case where L = 1, so
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u = 1, and W = F. For a finite group G, we get that (Q, δ) ∈ P(G,1, 1) if and
only if Q = 1 and δ : L → Q is the identity. Moreover GQ,δ,1 = G = GQ,δ, so
by Theorem 5.25, we get that

S1,1,F(G) ∼= FCart(G),

where FCart(G) is the image of the map FProj(kG) → FRk(G) induced by
the Cartan map cG : Proj(kG) → Rk(G). We now show that the previous
isomorphism is quite natural.

For this, we observe that the assignments G 7→ Proj(kG) and G 7→ Rk(G) are
diagonal p-permutation functors: If M is a diagonal p-permutation (kH, kG)-
bimodule, then M is left and right projective, so if Λ is a projective kG-module,
then M ⊗kG Λ is a projective kH-module. Similarly, the functor M ⊗kG −
changes a short exact sequence of kG-modules into a short exact sequence of
kH-modules.

Moreover, the Cartan maps cG form a morphism of diagonal p-permutation
functors

c : Proj(k−) → Rk(−).

In particular the assignment FCart(−) : G 7→ FCart(G) is a subfunctor of
FRk(−).

Lemma 6.2: The functor FCart(−) is the unique minimal subfunctor of FRk(−).
It is isomorphic to the simple functor S1,1,F.

Proof: Let F be a subfunctor of FRk(−). Then F (1) ≤ FRk(1) = F, so F (1)
is either 0 or F. Suppose first that F (1) = 0. Let G be a finite group, and
u ∈ F (G). Then u =

∑
S∈Irrk(G)

λSS, where λS ∈ F. Let T ∈ Irrk(G), and PT be

its projective cover. Then PT ∈ FT∆(1, G), so PT ⊗kG u ∈ F (1) = 0. But for
S ∈ Irrk(G), we have PT ⊗kG S = 0 unless S is isomorphic to the dual T ♮ of T .
It follows that λT ♮ = 0 for any T ∈ Irrk(G), so u = 0. Hence F = 0 if F (1) = 0.

Suppose now that F (1) = F, that is F (1) ∋ k. If T ∈ Irrk(G), then PT ∈
FT∆(G,1), so PT ⊗k k ∈ F (G), for any T ∈ Irrk(G). But PT ⊗k k ∼= PT is the
image of PT by the Cartan map. It follows that F (G) contains FCart(G), so
F ≥ FCart(−). Hence FCart(−) is the unique (non zero) minimal subfunctor
of FRk. Since FCart(1) ∼= F, it follows that FCart(−) ∼= S1,1,F, completing the
proof.

Remark 6.3: When F has characteristic p, the functor FCart(−) is a proper
subfunctor of FRk(−), so Lemma 6.2 shows in particular that the category F∆

Fppk
is not semisimple.

6.4. In the case F has characteristic 0, the Cartan matrix has non zero deter-
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minant in F, so the Cartan map FcG : FProj(kG) → FRk(G) is invertible. So
we have isomorphisms of functors

FProj(−) ∼= FRk(−) ∼= S1,1,F

in this case. This is Theorem 5.20 in [6].

6.5. The other case we can consider is when F is a field of characteristic p, and
we assume that F = k. We choose a p-modular system (K,O, k), and we assume
that K is big enough for the group G. If S is a simple kG-module, we denote
by ΦS : Gp′ → O the modular character of PS , where Gp′ is the set of p-regular
elements of G. If v =

∑
S∈Irrk(G)

ωSPS , where ωS ∈ O, is an element of OProj(kG),

we denote by Φv : OProj(kG) → O the map
∑

S∈Irrk(G)

ωSΦS : Gp′ → O, and we

call Φv the modular character of v.
Then for a simple kG-module T , the multiplicity of S as a composition factor

of PT is equal to the Cartan coefficient

cGT,S = dimk HomkG(PT ,PS) =
1

|G|

∑

x∈Gp′

ΦT (x)ΦS(x
−1).

In order to describe the image of the Cartan map kcG, we want to evaluate the
image of this integer under the projection map ρ : O → k. For this, we denote
by [Gp′ ] a set of representatives of conjugacy classes of Gp′ , and we observe that
in the field K, we have

cGS,T =
1

|G|

∑

x∈[Gp′ ]

|G|

|CG(x)|
ΦT (x)ΦS(x

−1)

=
∑

x∈[Gp′ ]

1

|CG(x)|

ΦT (x)

|CG(x)|p

ΦS(x
−1)

|CG(x)|p
|CG(x)|

2
p

=
∑

x∈[Gp′ ]

(
ΦT (x)/|CG(x)|p

)(
ΦS(x

−1)/|CG(x)|p
)

|CG(x)p′ |
|CG(x)|p. (6.5.1)

But since ΦS and ΦT are characters of projective kG-modules (and since CG(x) =
CG(x

−1)), the quotients ΦT (x)/|CG(x)|p and ΦS(x
−1)/|CG(x)|p are in O, so

∀x ∈ [Gp′ ],

(
ΦT (x)/|CG(x)|p

)(
ΦS(x

−1)/|CG(x)|p
)

|CG(x)p′ |
∈ O.

Now it follows from 6.5.1 that

ρ(cGT,S) =
∑

x∈[G0]

ρ

(
ΦT (x)ΦS(x

−1)

|CG(x)|

)
, (6.5.2)

where [G0] is a set of representatives of conjugacy classes of the setG0 of elements
defect zero of G, i.e. the set of p′-elements x of G such that CG(x) is a p

′-group.
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Notation 6.6: For x ∈ G0, we set

ΓG, x =
∑

S∈Irr(kG)

ΦS(x
−1)

|CG(x)|
S ∈ ORk(G),

where Irr(kG) is a set of representatives of isomorphism classes of simple kG-
modules. We also set

γG, x =
∑

S∈Irr(kG)

ρ

(
ΦS(x

−1)

|CG(x)|

)
S ∈ kRk(G),

Remark 6.7: We note that ΓG, x and γG, x only depend on the conjugacy class
of x in G, that is ΓG, x = ΓG, xg and γG, x = γG, xg for g ∈ G.

By Theorem 6.3.2 of [8] (see also Theorem 6.3.2 of [13]), the elementary divisors
of the Cartan matrix of G are equal to |CG(x)|p, for x ∈ [Gp′ ]. It follows that
the rank of the Cartan matrix modulo p, is equal to the number of conjugacy
classes of elements of defect 0 of G, i.e. the cardinality of [G0]. The following
can be viewed as an explicit form of this result:

Proposition 6.8:

1. Let T be a simple kG-module. Then, in kRk(G),

kcG(PT ) =
∑

x∈[G0]

ρ
(
ΦT (x)

)
γG, x.

2. The elements γG, x, for x ∈ [G0], form a basis of kCart(G) ≤ kRk(G).

Proof: Throughout the proof, we simply write γx instead of γG, x.

1. By 6.5.2, we have

kcG(PT ) =
∑

S∈Irr(kG)

ρ(cGT,S)S =
∑

S∈Irr(kG)

∑

x∈[G0]

ρ

(
ΦT (x)ΦS(x

−1)

|CG(x)|

)
S

=
∑

x∈[G0]

∑

S∈Irr(kG)

ρ

(
ΦT (x)ΦS(x

−1)

|CG(x)|

)
S

=
∑

x∈[G0]

ρ
(
ΦT (x)

) ∑

S∈Irr(kG)

ρ

(
ΦS(x

−1)

|CG(x)|

)
S

=
∑

x∈[G0]

ρ
(
ΦT (x)

)
γx.
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2. We first prove that γx lies in the image of kcG, for any x ∈ G0. So let
x ∈ G0, and 1x : 〈x〉 → O be the map with value 1 at x and 0 elsewhere. Then
|x|1x =

∑
ζ

ζ(x−1)ζ, where ζ runs through the simple k〈x〉-modules, i.e. the

group homomorphisms 〈x〉 → O×, is an element of OPk(〈x〉) = ORk(〈x〉). Let
vx = IndG〈x〉(|x|1x). Then vx ∈ OPk(G), and its modular character evaluated at
g ∈ G is equal to

Φvx(g) =
1

|x|

∑

h∈G
gh∈〈x〉

Φ|x|1x(g
h)

=
1

|x|

∑

h∈G
gh=x

|x| =

{
|CG(x)| if g =G x
0 otherwise,

(6.8.1)

where g =G x means that g is conjugate to x in G. Now from Assertion 1, we
get that

kcG(vx) =
∑

y∈[G0]

ρ
(
Φvx(y)

)
γy = |CG(x)|γx, (6.8.2)

so γx is in the image of kcG, since |CG(x)| 6= 0 in k.
Now by Assertion 1, the elements γx, for x ∈ [G0], generate the image

Cart(G) of kcG. They are moreover linearly independent: Suppose indeed
that some linear combination

∑
x∈[G0]

λxγx, where λx ∈ k, is equal to 0. For

all x ∈ [G0], choose λ̃x ∈ O such that ρ(λ̃x) = λx. By (6.8.2), we get an ele-
ment

∑
x∈[G0]

λ̃x
vx

|CG(x)|
of OProj(kG) whose modular character has values in the

maximal ideal J(O) of O. But by (6.8.1), the value at g ∈ Gp′ of this modular
character is equal to

∑

x∈[G0]

λ̃x
Φvx(g)

|CG(x)|
,

which is equal to 0 if g /∈ G0, and to λ̃x if g is conjugate to x ∈ [G0] in G. It
follows that λ̃x ∈ J(O), hence λx = ρ(λ̃x) = 0. Since g ∈ Gp′ was arbitrary, we
get that λx = 0 for any x ∈ [G0], so the elements γx, for x ∈ [G0], are linearly
independent. This completes the proof of Proposition 6.8.

6.9. The functors SL,1,W . In this section, we consider the case where u = 1,
i.e. the case of simple functors SL,1,W , where L is a p-group and W is a simple
FOut(L) module. The case where F has characteristic 0 is solved by Corollary 7.4
of [7]. Then we are left with the case where F has characteristic p, and we assume
that F = k. In this situation, for a finite group G, the set P(G,L, 1) is just the
set of pairs (Q, δ), where Q is a p-subgroup of G and δ : L → Q is a group
isomorphism. Moreover, the set [P(G,L, 1)] is in one to one correspondence
with a set of representatives of conjugacy classes of subgroups Q of G which are
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isomorphic to L (the bijection mapping (Q, δ) to Q). Then the group GQ,δ,1 is
just NG(Q), while GQ,δ = QCG(Q). By Theorem 5.25, we have that

SL,1,W (G) ∼=
⊕

(Q,δ)∈[P(G,L,1)]

Tr
NG(Q)/QCG(Q)
1

(
kCart

(
CG(Q)/Z(Q)

)
⊗k W

)
.

Notation 6.10: Let G be a finite group.

� For a subgroup Q of G and an element z of G, we set NG(Q, z) = NG(Q)∩
CG(z) and CG(Q, z) = CG(Q) ∩ CG(z)

� For a p-subgroup Q of G, we denote by ζ(G,Q) the set of elements z in
CG(Q)p′ for which Z(Q) is a Sylow p-subgroup of CG(Q, z). The group
NG(Q) acts on ζ(G,Q) by conjugation, and we denote by [ζ(G,Q)] a set
of representatives of orbits under this action.

� For a finite p-group L, we denote by Z(G,L) the set of pairs (Q, z), where
Q is a subgroup of G isomorphic to L, and z is an element of ζ(G,Q). In
other words

Z(G,L)=
{
(Q, z) | L ∼= Q ≤ G, z ∈ CG(Q)p′ , Z(Q) ∈ Sylp

(
CG(Q, z)

)}
.

The group G acts on Z(G,L) by conjugation, and we denote by [Z(G,L)]
a set of representatives of orbits under this action.

Theorem 6.11: Let L be a p-group and W be a simple kOut(L)-module. Let
moreover G be a finite group.

1. Let Q be a p-subgroup of G. Then there is an isomorphism

kCart
(
CG(Q)/Z(Q)

)
∼=

⊕

z∈[ζ(G,Q)]

Ind
NG(Q)/QCG(Q)
NG(Q,z)CG(Q)/QCG(Q)k

of kNG(Q)/QCG(Q)-modules.

2. The evaluation of the simple functor SL,1,W at G is

SL,1,W (G) ∼=
⊕

(Q,z)∈[Z(G,L)]

Tr
NG(Q,z)/QCG(Q,z)
1

(W ).
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Proof: 1. For a subgroup Q of G, denote by x 7→ x the projection map
NG(Q) → NG(Q) = NG(Q)/Q, and set CG(Q) = QCG(Q)/Q ∼= CG(Q)/Z(Q).

By Proposition 6.8, the vector space kCart
(
CG(Q)

)
has a basis consisting of

the elements γCG(Q),x, for x ∈ [CG(Q)0], and the group NG(Q) permutes these

elements. Now if x ∈ CG(Q)p′ , there is an element z ∈
(
QCG(Q)

)
p′

such that

x = z, and we can moreover assume that z ∈ CG(Q)p′ . Then the centralizer
of z in CG(Q) is equal to QCQCG(Q)(z)/Q = QCG(Q, z)/Q. So z ∈ CG(Q)0 if
and only if Q is a Sylow p-subgroup of QCG(Q, z), or equivalently, if Z(Q) is a
Sylow p-subgroup of CG(Q, z), that is z ∈ ζ(G,Q).

Moreover, an element n ∈ NG(Q) stabilizes γCG(Q),z if and only if γCG(Q),z =

γ
CG(Q),nzn−1 , hence by Proposition 6.8, if there exists c ∈ CG(Q) such that

nzn−1 = czc−1. In other words c−1n ∈ CNG(Q)(z) = NG(Q, z)/Q, where we set

NG(Q, z) = NG(Q) ∩ CG(z). So the stabilizer of γCG(Q),z in NG(Q) is equal to

QCG(Q)NG(Q, z) = NG(Q, z)CG(Q).
Hence kCart

(
CG(Q)

)
is isomorphic to the permutation NG(Q)/QCG(Q)-

module kζ(G,Q). The elements γCG(Q),z, for z ∈ [ζ(G,Q)] form a set of rep-

resentatives of orbits for the action of NG(Q)/QCG(Q), and the stabilizer of
γCG(Q),z is the group NG(Q, z)CG(Q)/QCG(Q). This proves Assertion 1.

2. Now NG(Q, z)CG(Q)/QCG(Q) ∼= NG(Q, z)/QCG(Q, z), and Assertion 2 fol-
lows from Theorem 5.25, thanks to the general following fact (see Proposition
5.6.10 (ii) in [1]): If Γ′ is a subgroup of a finite group Γ, if M is a finite dimen-
sional kΓ-module and M ′ is a finite dimensional kΓ′-module, then

TrΓ1
(
(IndΓΓ′M ′)⊗kM

)
∼=M ′ ⊗k Tr

Γ′

1 (ResΓΓ′M)

as k-vector spaces.

Remark 6.12: The formula in Assertion 2 of Theorem 6.11 can be viewed
as another instance of similar formulas in Proposition 8.8 of [14], Theorem 2.6
of [15], or Theorem 6.1 of [4].

The following corollary deals with the case of Theorem 6.11 where W is the
trivial module k. First a definition:

Definition 6.13: Let G be a finite group, and L be a finite p-group. An element
z ∈ Gp′ is said to have defect isomorphic to L if L is isomorphic to a Sylow
p-subgroup of CG(z).

Corollary 6.14: Let G be a finite group, and L be a finite p-group. Then the
dimension of SL,1,k(G) is equal to the number of conjugacy classes of elements
of Gp′ with defect isomorphic to L.
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Proof: Indeed, if (Q, z) ∈ Z(G,L) then Tr
NG(Q,z)/QCG(Q)
1

(k) is equal to zero
if p divides the order of NG(Q, z)/QCG(Q), and one dimensional otherwise,
that is, if a Sylow p-subgroup of NG(Q, z) is contained in QCG(Q, z). But
since z ∈ ζ(G,Q), the group Q is a Sylow p-subgroup of QCG(Q, z). So

Tr
NG(Q,z)/QCG(Q)
1

(k) is non zero (and then, one dimensional) if and only if Q
is a Sylow p-subgroup of NG(Q, z) = NCG(z)(Q), i.e. if Q is a Sylow p-subgroup
of CG(z).
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